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1 Introduction

The field of information and communication technology has for many years been a

steady source for innovations and considerably impacted the way of, and conditions

for, conducting business in the digital as well as the physical world. Information

systems support and tangent virtually all aspects of doing business, from internal

processes in purchasing and operations management over finance and accounting

activities to collaborating with external partners like suppliers or customers. The

holistic support of business processes by means of information systems has, in turn,

led to a vast growth of data being stored and processed within corporate environ-

ments.

In accordance with the availability of such data masses, we could observe a con-

tinuously increasing interest in data mining as an approach to analyze large and

heterogeneous datasets for identifying hidden patterns and relationships, and even-

tually discerning actionable knowledge. In that sense, it is not surprising that dataset

size is emphasized as constituting factor in many definitions of data mining in stan-

dard textbooks (see, e.g., [2, 4, 13, 14]). Since traditional tools for data analysis had

not been designed to cope with vast amounts of data, early activities in data mining

research concentrated mainly on the development of advanced and highly scalable

algorithms. Furthermore, it is important to note that dataset size does not only refer

to the number of examples in a sample, but also to the number of attributes being
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measured per case. Especially applications in medical sciences and the field of infor-

mation retrieval naturally produce an extremely large number of measurements and

thus very high dimensional datasets. Consequently, algorithms and induction princi-

ples were needed which overcome the well known curse of dimensionality (see, e.g.,

[15]) and facilitate processing datasets with many thousands of attributes. In fact,

without the advancements in statistical learning [31, 32, 33], many applications like,

e.g., gene expression (see, e.g., [12]) or text classification (see, e.g., [17, 18]), which

nowadays affect daily life would not have been possible.

Given the strong emphasis on methodological issues, the field of data mining has

been advanced by statistics, computer science and machine learning in particular, as

well as database technologies. Clearly, this list is not exclusive, but it is undisputed

that specifically these disciplines made many significant contributions to the field.

Examples include the well known Apriori algorithm for mining associations and

identifying frequent itemsets [1] and its many successors, procedures for solving

clustering, regression and time series problems, as well as paradigms like ensem-

ble learning and kernel machines (see [36] for a recent survey regarding the top

10 data mining methods). Data mining techniques are routinely categorized accord-

ing to their primary objective into predictive and descriptive approaches (see, e.g.,

[6]), which equates to the distinction between supervised and unsupervised methods,

more common in machine learning.

The papers contained in this special issue embrace many of these facets as well

as challenging real-world applications, which, in turn, motivate the development

of novel and enhanced algorithms to effectively address task-specific requirements.

This special issue is organized into six sections: confirmatory data analysis (one

paper), supervised learning for knowledge discovery (three papers), classification

analysis (four papers), hybrid data mining procedures (four papers), web-mining

(two papers), and privacy-preserving data mining (two papers). We hope that the

academic community as well as practitioners in the industry will find the sixteen

papers in this volume interesting, informative, and useful.

2 The special issue on data mining

2.1 Confirmatory data analysis

In their seminal paper, Fayyad et al. [6] made a clear distinction between data mining

and the embracing process of discovering knowledge in data, whereas these terms

are mainly used interchangeably in contemporary work. In particular, the general

objective of identifying novel, relevant, and actionable patterns in data (i.e. discover-

ing knowledge) is emphasized in many, if not all, data mining definitions. Contrary,

techniques for confirmatory data analysis have received less attention and are rarely

considered within the data mining community. However, techniques like structural

equation modeling (SEM) enjoy ongoing popularity in many fields including, e.g.,
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marketing and information systems, to verify a theorized model of cause and effect.

The most renowned example in this context is probably the application of partial

least squares (PLS) path modeling in Davis’s famous technology acceptance model

[5]. Whereas earlier applications of causal modeling predominantly employed rela-

tively small datasets, which were often collected from surveys, the rapid and contin-

uing growth of data storage paired with internet-based technologies to easily collect

user information online facilitate using significantly larger volumes of data for SEM

purposes. Since the induction and estimation principles underlying SEM are similar

those encountered in typical data mining application, it is desirable to investigate

the potential of data mining techniques to aid SEM in much more detail. In this

sense, the work of Ringle et al. [28] serves as a first step to increase the awareness

of SEM within the data mining community. They introduce finite-mixture PLS as

a state-of-the-art approach towards SEM and demonstrate its potential to overcome

many of the limitations of ordinary PLS. The particular merit of their approach orig-

inates from the fact that the possible existence of sub-groups within a dataset is

automatically taken into account by means of a latent class segmentation approach.

Data clusters are formed which are subsequently examined independently in order to

avoid an estimation bias because of heterogeneity. This approach differs from con-

ventional clustering techniques and exploits the hypothesized relationships within

the causal model instead of finding segments by optimizing some distance measure

of, e.g., inter-cluster heterogeneity. The possibility to incorporate ideas from neural

networks or fuzzy clustering into this segmentation step has so far been unexplored

and therefore represents an interesting avenue for future research at the interface of

data mining and confirmatory data analysis.

2.2 Supervised learning for knowledge discovery

The overall data mining goal of discovering useful knowledge from data is naturally

embodied in unsupervised data mining techniques like algorithms for identifying

frequent itemsets and cluster analysis procedures. On the contrary, articles in the

field of supervised learning commonly emphasize principles and algorithms for con-

structing prediction models for a classification or regression purpose. Accordingly,

the quality of a model is predominantly assessed in terms of predictive accuracy.

However, a prediction model may also fulfill objectives concerned with knowledge

discovery, if the model’s underlying rules (i.e., the relationships discerned from data)

are interpretable and understandable by human decision makers. Whereas a large

number of accuracy indicators are available to assess regression and classification

models, an objective measurement of model comprehensibility remains a nontrivial

undertaking. Martens and Baesens [25] review research activities to conceptualize

comprehensibility and further extend these ideas by proposing a general framework

for acceptable prediction models. Acceptability requires a third constraint besides

accuracy and comprehensibility to be met. That is, a model must also be in line with
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domain knowledge. Martens and Baesens refer to such an accordance with user’s

belief as justifiability and propose techniques to measure this concept.

Interpretable data mining procedures and classification models in particular are



Guest editorial: Special issue on data mining ix

best box clustering solution for a given classification problem and balance the two

goals of having a predictive and at the same time simple model. Therefore, these

procedures can be seen as an approach to implement the principles of statistical

learning theory [32] in logic mining.

2.3 Classification analysis

Classification analysis as one branch of predictive data mining has received partic-

ularly much attention within the literature. It has proven i
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tributions remains a particular challenge. Given that the target variable to be pre-

dicted in classification is discrete, situations may occur where one class is heavily

underrepresented. Whereas such minority groups are usually or key importance for

the respective application, algorithms that strive to maximize the number of correct

classifications will always be geared towards the majority class (see, e.g., [16, 35]).

This problem is considered by Liu et al. [23] in the context of classification with

naive Bayes and SVM classifiers. Two popular approaches to increase classifiers’

sensitivity for minority examples involve elevating their frequency, e.g., through

duplication or the creation of artificial examples (i.e. resampling), or making mis-

classification of minority examples more costly. Whereas both techniques have been

used successfully in previous work, a clear understanding why they work and under

what circumstances is yet missing. Therefore, Liu et al. examine the formal rela-

tionship between cost-sensitive learning and different forms of resampling from a

theoretical as well as an empirical perspective.

Learning in the presence of class and/or cost imbalance is one example for a field

where classification proves to be difficult. However, it has generally been observed

that some applications do not enable high classification accuracy to be obtained. The

study of Weiss [34] aims at shedding light on the origins of this artifact. In particular,

small disjuncts are identified as one important source of high errors rates, so that

their influence on classifier learning is examined in detail. The term disjunct refers to

a part of a classification model, e.g., a single rule within a rule-based classifier or one

leaf within a decision tree and a disjunct’s size is defined as the number of training

examples that it correctly classifies. Previous research suggest that small disjuncts

are collectively responsible for many of a classifier’s errors. Weiss develops a novel

metric, error concentration, that captures the degree to which this pattern occurs in

a single number. Using this measure, an exhaustive empirical study is conducted

that investigates several factors relevant to classifier learning (e.g., training-set size,

noise, imbalance, etc.) with respect to their impact on small disjuncts and error

concentration in particular.

2.4 Hybrid data mining procedures

In practical applications, data mining techniques for, e.g., classification, regression

or clustering are rarely used in isolation but in conjunction with other methods. This

is already evident from the overall process of knowledge discovery from databases

[6]. On a more specific level, a purposive combination of different techniques may

also be particularly valuable within the ultimate data analysis step, e.g., to integrate

the respective merits of complementary procedures while avoiding their demerits

and, thereby, best meet the requirements of a specific application. This special issue

includes four examples of such hybrid approaches.

A joint use of supervised and unsupervised methods is considered by Figueroa

[8] and Karamitopoulos et al. [20]. Figueroa conducts a case study within the field of

customer relationship management and develops an approach to estimate customer



Guest editorial: Special issue on data mining xi

loyalty in a retailing setting. Loyalty has been identified as one of the key drivers of

customer value. Therefore, it may sensible to devote particular attention to the loyal

customers and, e.g., target marketing campaigns for cross-/up selling specifically

to this subgroup. However, defining the concept of loyalty is, in itself, a nontriv-

ial undertaking, especially in non-contractual settings where changes in customer

behavior are difficult to identify. The task is further complicated by the fact that

a regular and frequent update of respective information is essential. Figueroa pro-

poses a possible solution to address these challenges. In particular, supervised and

unsupervised learning methods are integrated to first identify customer subgroups

and loyalty labels in particular. This facilitates a subsequent application of ANNs to

score novel customers according to their (estimated) loyalty.

Furthermore, unsupervised methods are commonly employed as a means of re-

ducing the size of datasets prior to building a prediction model. A respective ap-

proach is discussed by Karamitopoulos et al., who consider the case of multivari-

ate time series analysis for similarity detection. Large volumes of time series data

are routinely collected by, e.g., motion capturing or video surveillance systems that

record multiple measurements for a single object at the same time interval. This gen-

erates a matrix of observations (i.e., measurements · timeinstances) for each object,

whereas standard data mining routines like clustering or classification would require

objects being represented by row vectors. A simple data transformation would pro-

duce extremely high dimensional datasets and thereby further complicate analysis

of such time series data. To alleviate this difficulty, Karamitopoulos et al. suggest

reducing dataset size and dimensionality by means of principal component analy-

sis (PCA). This statistical approach will generate a novel representation of the data,

which consists of a vector of the m largest eigenvalues (with m being a user-defined

parameter) and a matrix of respective eigenvectors of the original dataset’s covari-

ance matrix. As Karamitopoulos et al. point out, if two multivariate time series are

similar, their PCA representations will be similar as well. That is, the produced

matrices will be close in some sense. Consequently, Karamitopoulos et al. design

a novel similarity measure based upon time series’ PCA-signature. The concept

of similarity is at the core of many time series data mining tasks like clustering,

classification, novelty detection, motif or rule discovery as well as segmentation or

indexing, and thus ensures broad applicability of the proposed approach. The main

difference to other methods is that the novel similarity measure does not require

applying the computer intensive PCA on a query object. In other words, resource in-

tensive computations have to be conducted only once to build up a database of PCA-

signatures, whereas a query object’s most similar correspondent in the database can

be found quickly. The potential of the novel measure is evidenced by means of em-

pirical experimentation in a setting of nearest neighbor classification.

Another branch of integrating different data mining techniques is explored by Jo-

hansson et al. [19] and Gijsberts et al. [11], both of which employ algorithms from

the field of meta-heuristics to construct prediction models. Meta-heuristics can be

characterized as general search procedures to solve complex optimization problems.

Within data mining, they are routinely employed to select a sub-set of attributes for

a prediction model (i.e., feature selection), construct a model from empirical data
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(e.g., in the case of rule-based classification) or tune the (hyper-)parameters of a

specific model to adapt it to a given dataset. The latter case is considered by Gijs-

berts et al. who evaluate evolutionary strategies (ES) to parameterize a least-square

support vector regression (SVR) model. Whereas this task is commonly approached

by means of genetic algorithms, ES may be seen as a more natural choice because

they avoid a transformation of the continuous SVR parameters into a binary repre-

sentation. In addition, Gijsberts et al. examine the potential of genetic programming

for SVR model building. SVR belongs to the category of kernel methods that em-

ploy a kernel functions to perform an implicit mapping of input data into a higher

dimensional feature space to account for nonlinear patterns within data. Exploiting

the mathematical properties of such kernel functions, Gijsberts et al. develop a sec-

ond approach that makes use of genetic programming (GP) to ’learn’ an appropriate

kernel function in a data-driven manner.

A related approach is designed by Johansson et al.They consider the case of

classification and use GP to optimize the parameters of a k-nearest neighbor (kNN)

classifier. In particular, the value of neighbors (i.e., k) and the weight individual

features receive within distance calculations are considered as parameters. More-

over, Johansson et al. focus on classifier ensembles. Therefore, a collection of base

kNN models is produced, whereby the stochasticity of GP helps to ensure diversity

among ensemble members. In fact, the general robustness of kNN with respect to

resampling (i.e., the prevailing approach to construct diverse base classifiers) has

hindered an application of kNN within an ensemble context. Thus, the GP approach

is appealing to overcome this obstacle. Furthermore, Johansson et al. show that the

predictive performance of the GP-kNN hybrid can be further increased by partition-

ing the input space into sub-regions and optimizing k, as well as feature weights,

locally within these regions. A large-scale empirical comparison across different 27

UCI datasets evidences the efficacy of the proposed model.

2.5 Web-mining

The preceding papers concentrate mainly on the methodological aspects of data

mining. Clearly, the relevance of such advancements and sophisticated data analysis

tools in general is given by the broad range of challenging applications in various

domains. One domain of particular importance for data mining is surely the World

Wide Web and the term web-mining has been coined to refer to the three branches of

website structure, content and usage mining. An approach to improve website usabil-

ity is proposed by Geczy et al. [10]. They focus on knowledge portals in corporate

intranets and develop a recommendation algorithm to assist navigation by predict-

ing which resource a user is ultimately interested in. Subsequently, a direct access to

this resource can be made available by incorporating a respective link. This concept

improves upon traditional techniques that usually aim at estimating the next page

within a navigation path. Consequently, making available the opportunity to access
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a potentially desired resource in a direct manner helps to save users’ time, servers’

computational resources, and networks’ bandwidth.

Another branch of web mining is concerned with analyzing website content, e.g.,

for automatically categorizing websites into predefined groups or judging a page’s

relevance for a given user query in information retrieval. Since techniques for nat-

ural language processing have reached a mature stage, unstructured data like web

pages can relatively easy be transformed into a machine readable format to facilitate

data mining. This possibility is exploited by Ryan and Hamel [29]. They aim at con-

structing a forecasting model in order to predict future events on the basis of search

engine query results. Specifically, the internet is considered as a pool of opinions

whose aggregation may facilitate accurate forecasts to be produced. In other words,

the proposed techniques allow the internet to be used as one large prediction market

and, as such, represent a very powerful and innovative approach towards forecast-

ing. Current and future trends within the scope of Web 2.0 (e.g., social networking,

blogging, etc.) as well as the Semantic Web can be expected to further increase the

potential of this idea. This idea, in turn, will require supporting information sys-

tems to be developed (e.g., for gathering query results, transforming text data into

machine readable formats as well as aggregating and possibly weighting resulting

informations) for being successful in the long run.

2.6 Privacy-preserving data mining

The availability of very large datasets and, e.g., detailed information on surfers’ web

usage behavior offers great opportunities from a data mining perspective, but also

summon serious concerns regarding data privacy. Respectively, one can observe a

continuously increasing awareness for the relevance of privacy issues in data min-

ing. The umbrella term privacy-preserving data mining has been coined to subsume

respective research activities. In particular, much work has been conducted to con-

ceptualize different models of privacy and develop privacy-preserving data analysis

procedures. In general, privacy models like k-anonymity require that, after deleting

identifiers from a dataset, tuples of attributes which may serve as so called quasi-

identifiers (e.g., age, zip-code, etc.), show identical values across at least k data

records. This prohibits a re-identification of instances. Achieving k-anonymity or ex-

tended variants may thus necessitate some transformation of the original attributes,

whereby inherent information has to be sustained to the largest degree possible in

order to not impede subsequent data mining activities. Different privacy models are

reviewed by Truta and Campan [30] and two novel algorithms for achieving privacy

levels of extended p-sensitive k-anonymity are developed. Both techniques compare

favorably to the Incognito algorithm in terms of three different performance metrics

(i.e., discernability, normalized average cluster size, and running time) within an

empirical comparison. Furthermore, Truta and Campan propose new privacy mod-

els that allow constraining the degree to which quasi-identifier attributes are gener-

alized within data anonymization. These models are more aligned with the needs
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of real-world application by enabling a user controlling the trade-off between pri-

vacy on the one hand and specific data mining objectives (e.g., forecasting accuracy,

between-cluster heterogeneity, etc.) on the other in an explicit fashion. One of these

models is tailored to the specific requirements of privacy in social networks, which

have experienced rapid growth within the last years. Up to now, this diffusion has

not been accompanied by sufficient efforts to maintain privacy of users as well as

their network relationships. Therefore, the novel model for p-sensitive k-anonymity

social networks may be seen as a particularly important contribution.

Employing the techniques described by Truta and Campan allows anonymiza-

tion of a single dataset, so that an identification of individual data records through

quasi-identifier attributes becomes impossible. However, such precautions can be

circumvented if multiple datasets are linked and related to each other. For exam-

ple, a respective case has been reported within the scope of the Netflix competi-

tion. A large dataset of movie ratings from anonymous users has been published

within this challenge to develop and assess recommendation algorithms. However,

it was shown that users could be re-identified by linking the anonymous rating data

with some other sources [26], which indicates the risk of severely violating privacy

through linking datasets. On the other hand, a strong desire to share datasets with

collaborators and engage in joint data mining activities exists, e.g., within the scope

of supply chain management or medical diagnosis to support and improve decision

making. Therefore, an approach that facilitates a distributed use of data for a data

mining purpose, but avoids actually sharing it between participating entities is pre-

sented by Mangasarian and Wild [24]. Mangasarian and Wild exploit the particular

characteristics of kernel methods and develop a privacy-preserving supper vector

machine classifier, which is shown to effectively overcome the alleged trade-off

between privacy and accuracy. In particular, the proposed technique achieves equiv-

alent accuracy as a classifier that has access to all data.

3 Conclusion and outlook

Information systems are a key originator of data growth and have thus motivated

interest in data mining.
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Abstract When applying multivariate analysis techniques in information systems

and social sciences disciplines, such as management information systems (MIS) and

marketing, the assumption that the empirical data originate from a single homoge-

neous population is often unrealistic. When applying a causal modeling approach,

such as partial least squares (PLS) path modeling, segmentation is a key issue in cop-

ing with the problem of heterogeneity in estimated cause-and-effect relationships.

This paper presents a new PLS path modeling approach which classifies units on the

basis of the heterogeneity of the estimates in the inner model. If unobserved hetero-

geneity significantly affects the estimated path model relationships on the aggregate

data level, the methodology will allow homogenous groups of observations to be cre-

ated that exhibit distinctive path models estimates. Furthermore, the approach will,

thus, provide differentiated analytical outcomes that permit more precise interpreta-

tions of each segment formed. An application of the procedure on a large dataset in

an example of the American customer satisfaction index (ACSI) substantiates the

methodology’s effectiveness in evaluating PLS path modeling results.
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1 Introduction

1.1 On the Use of PLS Path Modeling

Since the 1980’s, applications of structural equation models (SEMs) and path model-

ing have increasingly found their way into academic journals and business practice.

Currently, SEMs represent a quasi-standard in management research when it comes

to analyzing the cause-effect relationships between latent variables. Covariance-

based structural equation modeling [CBSEM; 39, 60] and partial least squares anal-

ysis [PLS; 44, 80] constitute the two matching statistical techniques for estimating

causal models.

Whereas CBSEM has long been the predominant approach for estimating SEMs,

PLS has recently gained increasing dissemination, especially in the field of con-

sumer and service research. PLS path modeling has several advantages over CB-

SEM, for example, when sample sizes are small, the data are non-normally dis-

tributed, or non-convergent results are likely because complex models with many

variables and parameters are anticipated [e.g., 21, 4]. However, PLS path modeling

should not simply be viewed as a less stringent alternative to CBSEM, but rather

as a complementary modeling approach [44]. CBSEM, which was introduced as a

confirmatory model, differs from PLS path modeling, which is prediction-oriented

with a different notion of cause-and-effect.

PLS path modeling is well established in the academic literature, which appreci-

ates this methodology’s advantages in specific research situations [21]. Important ap-

plications of PLS path modeling in the management sciences discipline are provided

by [24, 25, 28, 76, 19]. The use of PLS path modeling can be predominantly found

in the fields of marketing, strategic management, and management information sys-

tems (MIS). The employment of PLS in MIS draws mainly on Davis’s (year?) tech-

nology acceptance model [TAM; e.g., 1, 26, 37]. In marketing, the various customer

satisfaction index models – such as the European customer satisfaction index [ECSI;

e.g., 16, 31, 42] and Festge and Schwaiger’s (year?) driver analysis of customer sat-

isfaction with industrial goods – represent key areas of PLS use. [36] provides

a review of PLS applications in strategic management. More recent studies focus

specifically on strategic success factor analyses [e.g., 62].

Figure 1 shows a typical path modeling application of the American customer

satisfaction index model [ACSI; 22], which also serves as an example for our study.

The squares in this figure illustrate the manifest variables (indicators) derived from

a survey and represent customers’ answers to questions – mostly measured on a

scale from 1 to 10 – while the circles illustrate latent, not directly observable vari-

ables. The PLS path analysis predominantly focuses on estimating and analyzing the

relationships between the latent variables in the inner model. However, latent vari-

ables are measured by means of a block of manifest variables, with each of these

indicators associated with a particular latent variable. Two basic types of outer rela-

tionships are therefore relevant to PLS path modeling: formative and reflective mod-

els. While a formative measurement model has cause-effect relationships between
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the manifest variables and the latent index (independent causes), a reflective mea-

surement model involves paths from the latent construct to the manifest variables

(dependent effects). No mixed relationships are allowed per measurement model.

The selection of either the formative or the reflective outer mode in respect of the

relationships between a latent variable and its block of manifest variables builds on

theoretical assumptions [e.g., 45] and requires an evaluation by means of empirical

data [e.g., 30]. The differences between formative and reflective measurement mod-

els and the choice of the correct approach have been intensively discussed in the

literature, for example, by [12], [20], [67, 68], [3], [7], [35, 34], as well as [13].

An appropriate choice of measurement mode is a fundamental issue if the negative

effects of measurement model misspecification are to be avoided [45].

Fig. 1 Application of the ACSI Model

While the outer model determines each latent variable, the inner path model in-

volves the causal links between the latent variables, which are usually a hypoth-

esized theoretical model. In Figure 1, for example, the latent construct “Overall

Customer Satisfaction” significantly explains the latent construct “Customer Loy-

alty”. The goal of prediction-oriented PLS is to minimize the residual variance of

the endogenous latent variables in the inner model and, thus, to maximize their R2

(i.e., for the key endogenous latent variables such as customer satisfaction and cus-

tomer loyalty in an ACSI application). This goal underlines the prediction-oriented

character of PLS path modeling.
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1.2 Problem Statement

While the use of PLS is becoming more common in management disciplines such

as MIS, marketing management, and strategic management, there are at least two

critical issues that have received little attention in prior work. First, unobserved het-

erogeneity and measurement errors are endemic in social sciences. However, PLS

path modeling applications are usually based on the assumption that the analyzed

data originate from a single population. This assumption of homogeneity is often

unrealistic, as individuals are likely to be heterogeneous in their perceptions and

evaluations of latent constructs. For example, in customer satisfaction studies, users

may form different segments, each with different drivers of satisfaction. This hetero-

geneity can affect both the measurement part (e.g., different latent variable means

in each segment) and the structural part (e.g., different relationships between the la-

tent variables in each segment) of a causal model [79]. In their customer satisfaction

studies, [38] as well as [32] show that aggregate analysis can be seriously mis-

leading when there are significant differences between segment-specific parameter

estimates. [55] too describes several examples, showing that if heterogeneity is not

handled properly, SEM analysis can be seriously distorted. Further evidence of this

can be found in [17, 66, 70]. Consequently, the identification of different groups of

consumers in connection with estimates in the inner path model is a serious issue

when applying the path modeling methodology to arrive at decisive interpretations.

Analyses in a PLS framework usually do not address the problem of heterogeneity

and this failure may lead to inappropriate PLS results and, therefore, to incomplete

and ineffective conclusions that may need to be revised.

Second, there are no well-developed statistical instruments with which to extend

and complement the PLS approach. Progress towards uncovering unobserved het-

erogeneity and analytical methods for clustering data have specifically lagged be-

hind their need in PLS applications. Traditionally, heterogeneity in causal models

is taken into account by assuming that observations can be assigned to segments a

priori on the basis of, for example, geographic or demographic variables. In the case

of a customer satisfaction analysis, this may be achieved by identifying high and

low income user segments and carrying out multi-group structural equation model-

ing. However, forming segments based on a-priori information has serious limita-

tions. In many instances there is no or only incomplete substantive theory regarding

the variables that cause heterogeneity. Furthermore, observable characteristics such

as gender, age or usage frequency are often insufficient to capture heterogeneity

adequately [77]. Sequential procedures have been proposed as an alternative. A re-

searcher can partition the sample into segments by applying a clustering algorithm,

such as k-means or k-medoids, in respect of the indicator variables and then use

multi-group structural equation modeling for each segment. However, this approach

has conceptual shortcomings: “Whereas researchers typically develop specific hy-

potheses about the relationships between the variables of interest, which is mirrored

in the structural equation model tested in the second step, traditional cluster analysis

assumes independence among these variables” [79, p. 2]. Thus, classical segmenta-

tion strategies cannot account for heterogeneity in the relationships between latent
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variables and are often inappropriate for forming groups of data with distinctive

inner model estimates [38, 61, 70].

1.3 Objectives and Organization

A result of these limitations is that PLS path modeling requires complementary tech-

niques for model-based segmentation, which will explicitly explain heterogeneity

in the inner path model relationships. Unlike basic clustering algorithms that iden-

tify clusters by optimizing some distance criterion between objects or pairs of ob-

jects, model-based clustering approaches in SEMs postulate a statistical model for

the data. These are also often referred to as latent class segmentation approaches.

[71] provides a taxonomy (Fig. 2) and a review of recent latent class segmentation

approaches to PLS path modeling. While most of these methodologies are in an

early or experimental stage of development, [71] concludes that the finite mixture

partial least squares approach (FIMIX-PLS) can currently be viewed as the most

comprehensive and commonly used approach to capture heterogeneity in PLS path

modeling. [32] pioneered this approach in that they also transferred Jedidi et al’s

((year?)) finite mixture SEM methodology to the field of PLS path modeling. How-

ever, knowledge about the capabilities of FIMIX-PLS is limited.

This paper’s main contribution to the body of knowledge on clustering data in

PLS path modeling is twofold. First, we present FIMIX-PLS as recently imple-

mented in the statistical software application SmartPLS [65] and, thereby, made

broadly available for empirical research in the various social sciences disciplines.

We thus present a systematic approach to applying FIMIX-PLS as an appropriate

and necessary means to evaluate PLS path modeling results on an aggregate data

level. PLS path modeling applications in MIS and marketing management, for exam-

ple, can exploit this approach to response-based market segmentation by identifying

certain groups of customers if unobserved moderating factors cause consumer het-

erogeneity within inner model relationships. Second, an application of the method-

ology to a well-established marketing example substantiates the requirement and

applicability of FIMIX-PLS as an analytical extension of and standard test proce-

dure for PLS path modeling.

This study is particularly important for researchers and practitioners who can

exploit the capabilities of FIMIX-PLS to ensure that the results on the aggregate

data level are not affected by unobserved heterogeneity in the inner path model es-

timates. Furthermore, FIMIX-PLS indicates that this problem can be handled by

forming groups of data. A multi-group comparison [9] of the resulting segments

indicates whether segment-specific path estimates are significantly different. This

allows researchers to further differentiate and arrive at more precise conclusions.

The availability of FIMIX-PLS capabilities (i.e., in the software application Smart-

PLS) paves the way to a systematic analytical approach, which we present in this

paper as a standard procedure to evaluate PLS path modeling results.
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Fig. 2 Methodological Taxonomy of Latent Class Approaches to Capture Heterogeneity in PLS
Path Models [71]

We organize the remainder of this paper as follows: First, we introduce the

PLS algorithm – an important issue associated with its application. Next, this pa-

per presents a systematic application of the FIMIX-PLS methodology to uncover

unobserved heterogeneity and form groups of data. Thereafter, this approach’s ap-

plication to a well-substantiated and broadly acknowledged PLS application in mar-

keting research illustrates its effectiveness, and the need to use it in the evaluation

process of PLS results. The final section concludes with implications for PLS path

modeling and directions regarding future research.

2 Partial Least Squares Path Modeling

The PLS approach is a general method for estimating causal relationships in path

models that involve latent constructs which are indirectly measured by various in-

dicators. [80, 44, 8, 74, 33] provide the methodological foundations, techniques

for evaluating the results, and some examples of this methodology. The estimation

of a path model, such as the ACSI example in Fig. 1, builds on two sets of outer

and inner model linear equations. The basic PLS algorithm, as proposed by [44],

allows the linear relationships’ parameters to be estimated and includes two stages,

as presented in Table 1.
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In the measurement model, manifest variables’ data – on a metric or quasi-metric

scale (e.g., a seven-point Likert scale) – are the input for the PLS algorithm that

starts in step #4 and uses initial values for the weight coefficients (e.g., “+1” for all

weight coefficients). Step #1 provides values for the inner relationships and step #3

for the outer relationships, while steps #2 and #4 compute standardized latent vari-

able scores. Consequently, the basic PLS algorithm distinguishes between reflective

(Mode A) and formative (Mode B) relationships in step #3, which affects the gen-

eration of the final latent variable scores. In step #3, the algorithm uses Mode A to

obtain the outer weights of reflective measurement models (single regressions for

the relationships between the latent variable and each of its indicators) and Mode B

for formative measurement models (multiple regressions through which the latent

variable is the dependent variable). In practical applications, the analysis of reflec-

tive measurement models focuses on the loading, whereas the weights are used to

analyze formative relationships. Steps #1 to #4 in the first stage are repeated until

convergence is obtained (e.g., the sum of changes of the outer weight coefficients

in step #4 is below a threshold value of 0.001). The first stage provides estimates

for the latent variable scores. The second stage uses these for ordinary least squares

(OLS) regressions to generate the standardized outer weights and loadings for the

relationships between a latent variable and its block of manifest variables, as well

as the path coefficients for the relationships between the latent variables in the inner

model [33].

A key issue in PLS path modeling is the evaluation of results. Since the PLS algo-

rithm does not optimize any global scalar function, fit measures that are well-known

from CBSEM are not available for the non-parametric PLS path modeling approach.

[8] therefore presents a catalogue of non-parametric criteria to separately assess

the different model structures’ results. Additional criteria have been suggested, for

example, by [74] as well as [27]. A systematic application of these criteria is a

two-step process [33]. The evaluation of PLS estimates begins with the measure-

ment models and employs decisive criteria that are specifically associated with the

formative outer mode (e.g., significance, multicollinearity, expert validity, nomolog-

ical validity) or reflective outer mode (e.g., indicator reliability, construct reliability,

discriminant validity). Only if the latent variable scores show evidence of sufficient

reliability and validity is it worth pursuing the evaluation of inner path model es-

timates (e.g., significance of path coefficients, effect size, the R2 value of latent

endogenous variables). This assessment also includes an analysis of the PLS path

model estimates regarding their capabilities to predict the observed data (i.e., the

predictive relevance). The estimated values of the inner path coefficients allow the

relative importance of each exogenous latent variable to be decided in order to ex-

plain an endogenous latent variable in the model (i.e., R2). The higher the (standard-

ized) path coefficients – for example, in the relationship between “Overall Customer

Satisfaction” and “Loyalty” in Fig. 1 – the higher the relevance of the latent prede-

cessor variable in explaining the latent successor variable. The ACSI model assumes

significant inner path model relationships between the key constructs “Overall Cus-

tomer Satisfaction” and “Customer Loyalty” as well as substantial R2 values for

these latent variables.
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Table 1 The Basic PLS Algorithm [44]

3 Finite Mixture Partial Least Squares Segmentation

3.1 Foundations

Since its formal introduction in the 1950’s, market segmentation has been one of

the primary marketing ideas for product development, marketing strategy, and un-

derstanding customers. Researchers frequently use sequential procedures in which

homogenous subgroups are formed by means of a-priori information to explain het-

erogeneity, or they revert to the application of cluster analysis techniques, followed

by multi-group structural equation modeling. However, none of these approaches is

considered satisfactory, as the observable characteristics often gloss over the true

sources of heterogeneity [77]. Conversely, the application of traditional cluster anal-

ysis techniques suffers from conceptual shortcomings and cannot account for het-

erogeneity in the relationships between latent variables. This weakness is broadly
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recognized in the literature and, consequently, there is a need for model-based clus-

tering methods.

In data mining, model-based clustering algorithms have recently gained increas-

ing attention, mainly because they allow researchers to identify clusters based on

their shape and structure rather than on proximity between data points [51]. Several

approaches, which form a statistical model based on large datasets, have been pro-

posed. For example, [78] propose methods that use one or several samples of data

to construct a statistical model which serves as a basis for a subsequent application

on the entire dataset. Other authors [e.g., 46] developed procedures to identify a set

of data points which can be reasonably classified into clusters and iterate the proce-

dure on the remainder. Different procedures do not derive a statistical model from a

sample, but apply strategies to scale down massive datasets [15] or use re-weighted

data to fit a new cluster to the mixture model [50]. Whereas these approaches to

model-based clustering have been developed within a data mining context and are

thus exploratory in nature, SEMs rely on a confirmatory concept as researchers need

to specify a hypothesized path model in the first step of the analysis. This path model

serves as the basis for subsequent cluster analyses but is supposed to remain constant

across all segments.

In CBSEM, [38] pioneered this field of research and proposed the finite mix-

ture SEM approach, i.e., a procedure that blends finite mixture models and the

expectation-maximization (EM) algorithm [47, 48, 77]. Although the original tech-

nique extends CBSEM and is implemented in software packages for statistical

computations [e.g., Mplus; 56], the method is inappropriate for PLS due to unlike

methodological assumptions. Consequently, [32] introduced the finite FIMIX-PLS

method that combines the strengths of the PLS method with the maximum likeli-

hood estimation’s advantages when deriving market segments with the help of fi-

nite mixture models. A finite mixture approach to model-based clustering assumes

that the data originate from several subpopulations or segments [49]. Each segment

is modeled separately and the overall population is a mixture of segment-specific

density functions. Consequently, homogeneity is no longer defined in terms of a

common set of common scores, but at a distributional level. Thus, finite mixture

modeling enables marketers to cope with heterogeneity in data by clustering obser-

vations and estimating parameters simultaneously, thus avoiding well-known biases

that occur when models are estimated separately [38]. Moreover, there are many

versatile or parsimonious models, as well as clustering algorithms available that can

be customized in respect of a wide range of substantial problems [49].

Based on this concept, the FIMIX-PLS approach simultaneously estimates the

model parameters and ascertains the heterogeneity of the data structure within a

PLS path modeling framework. FIMIX-PLS is based on the assumption that hetero-

geneity is concentrated in the inner model relationships. The approach captures this

heterogeneity by assuming that each endogenous latent variable ηi is distributed as

a finite mixture of conditional multivariate normal densities. According to [32], p.

249, since “the endogenous variables of the inner model are a function of the exoge-

nous variables, the assumption of the conditional multivariate normal distribution of

the ηi is sufficient”. From a strictly theoretical viewpoint, the imposition of a distri-
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butional assumption on the endogenous latent variable may prove to be problematic.

This criticism gains force when one considers that PLS path modeling is generally

preferred to covariance structure analysis in circumstances where assumptions of

multivariate normality cannot be made [4, 21]. However, recent simulation evidence

shows the algorithm to be robust, even in the face of distributional misspecification

[17]. By differentiating between dependent (i.e., endogenous latent) and explanatory

(i.e., exogenous latent) variables in the inner model, the approach follows a mixture

regression concept [77] that allows the estimation of separate linear regression func-

tions and the corresponding object memberships of several segments.

3.2 Methodology

Drawing on a modified presentation of the relationships in the inner model (Table

2 provides a description of all the symbols used in the equations presented in this

paper),

Bηi +Γξi = ζi, (1)

it is assumed that ηi is distributed as a finite mixture of densities fi|k(·) with K

(K < ∞) segments

ηi ∼
K

∑
k=1

ρk fi|k(ηi|ξi,Bk,Γk,Ψk), (2)

whereby ρk > 0 ∀k, ∑K
k=1 ρk = 1 and ξi, Bk, Γk, Ψk depict the segment-specific

vector of unknown parameters for each segment k. The set of mixing proportions

ρ determines the relative mixing of the K segments in the mixture. Substituting

fi|k(ηi|ξi,Bk,Γk,Ψk) results in the following equation:

ηi∼
K

∑
k=1

ρk

[
|Bk|

M
√

2π
√
|Ψk|

e−
1
2 (Bkηi+Γkξi)

′Ψ−1
k

(Bkηi+Γkξi)

]
. (3)

Equation 4 represents an EM-formulation of the log-likelihood (lnL) as the ob-

jective function for maximization:

lnL = ∑
i

∑
k

zikln( f (ηi|ξi,Bk,Γk,Ψk))+∑
i

∑
k

zikln(ρk) (4)

An EM-formulation of the FIMIX-PLS algorithm (Table 3) is used for statistical

computations to maximize the likelihood and to ensure convergence in this model.

The expectation of Equation (4) is calculated in the E-Step, where zik is 1 iff subject

i belongs to class k (or 0 otherwise). The mixing proportion ρk (i.e., the relative

segment size) and the parameters ξi , Bk , Γk and Ψk of the conditional probability

function are given (as results of the M-Step), and provisional estimates (expected
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Table 2 Explanation of Symbols
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values) E(zik) = Pik , for zik are computed according to Bayes’s (year?) theorem

(E-Step in Fig. 3.1).

set random starting values for Pik ; set lastlnL = V ; set 0 < S < 1
// run initial M-step

// run EM-algorithm until convergence

repeat do
// the E-step starts here

if ∆ ≥ S then

Pik =
ρk fi|k(ηi|ξi,Bk ,Γk ,Ψk)

∑K
k=1 ρk fi|k(ηi|ξi,Bk ,Γk ,Ψk)

∀i,k

lastlnL = currentlnL

// the M-step starts here

ρk =
∑I

i=1 Pik

I
∀k

determine Bk , Γk , Ψk , ∀k

calculate currentlnL

∆ = currentlnL − lastlnL

until ∆ < S

Table 3 The FIMIX-PLS Algorithm

Equation 4 is maximized in the M-Step (Table 2). This part of the FIMIX-PLS

algorithm accounts for the most important changes in order to fit the finite mixture

approach to PLS, if compared to the original finite mixture structural equation mod-

eling technique [38]. Initially, we calculate new mixing proportions ρk through the

average of the adjusted expected values Pik that result from the previous E-Step.

Thereafter, optimal parameters are determined for Bk , Γk and Ψk through indepen-

dent OLS regressions (one for each relationship between the latent variables in the

inner model). The ML estimators of coefficients and variances are assumed to be

identical to OLS predictions. We subsequently apply the following equations to ob-

tain the regression parameters for endogenous latent variables:

Ymi = ηmi and Xmi = (Emi,Nmi)
′ (5)

Emi =

{
{ξ1, ...,ξAm

},Am ≥ 1,am= 1, ...,Am ∧ξam is regressor of m

/0 else
(6)

Nmi =

{
{η1, ...,ηBm

},Bm ≥ 1,bm= 1, ...,Bm ∧ηbm is regressor of m
/0 else

(7)

The closed-form OLS analytic formula for τmk and ωmk is expressed as follows:

τmk = ((γammk),(βbmmk)) = [∑i Pik(X
′
miXmi)]

−1 [∑i Pik(X
′
miYmi)] (8)
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ωmk = cell (m×m) of Ψk =
∑i Pik(Ymi −Xmiτmk)

′(Ymi −Xmiτmk)

Iρk

(9)

As a result, the M-Step determines the new mixing proportions ρk , and the in-

dependent OLS regressions are used in the next E-Step iteration to improve the out-

comes of Pik . The EM-algorithm stops whenever lnL no longer improves noticeably,

and an a-priori specified convergence criterion is reached.

3.3 Systematic Application of FIMIX-PLS

To fully exploit the capabilities of the approach, we propose the systematic approach

to FIMIX-PLS clustering as depicted in Fig. 3. In FIMIX-PLS Step 1, the basic PLS

algorithm provides path modeling results, using the aggregate set of data. Step 2

uses the resulting latent variable scores in the inner path model to run the FIMIX-



































32 Christian M. Ringle, Marko Sarstedt and Erik A. Mooi
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Building Acceptable Classification Models

David Martens and Bart Baesens

Abstract Classification [11] is an important data mining task, where the value of a

discrete (dependent) variable is predicted, based on the values of some independent

variables. Classification models should provide correct predictions on new unseen

data instances. This accuracy measure is often the only performance requirement

used. However, comprehensibility of the model is a key requirement as well in any

domain where the model needs to be validated before it can be implemented. When-

ever comprehensibility is needed, justifiability will be required as well, meaning the

model should be in line with existing domain knowledge. Although recent academic

research has acknowledged the importance of comprehensibility in the last years,

justifiability is often neglected. By providing comprehensible, justifiable classifica-

tion models, they become acceptable in domains where previously such models are

deemed too theoretical and incomprehensible. As such, new opportunities emerge

for data mining. A classification model that is accurate, comprehensible and intu-

itive is defined as acceptable for implementation.
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1 Introduction

Different data mining tasks are discussed in the literature [4, 63, 50], such as re-

gression, classification, association rule mining and clustering. The task of interest

here is classification, which is the task of assigning a data point to a predefined class

or group according to its predictive characteristics. The goal of a classification tech-

nique is to build a model which makes it possible to classify future data points based

on a set of specific characteristics in an automated way. In the literature, there is a

myriad of different techniques proposed for this classification task [4, 22], some of

the most commonly used being C4.5 [42], CART [10], logistic regression [24], lin-

ear and quadratic discriminant analysis [9, 24], k-nearest neighbor [1, 18, 24], Artifi-

cial Neural Networks (ANN) [9] and Support Vector Machines (SVM) [14, 49, 59].

Classification techniques are often applied for credit scoring [6, 51], medical

diagnosis, such as for the prediction of dementia [40], classifying a breast mass as

benign or malignant and selecting the best in-vitro fertilized embryo [37]. Many

other data mining applications have been put forward recently, such as the use of

data mining for bio-informatics [25], marketing and election campaigns [23] and

counter-terrorism [43].

Several performance requirements exist for a classification model: providing cor-

rect predictions, comprehensibility and justifiability. The first requirement is that

the model generalizes well, in the sense that it provides the correct predictions for

new, unseen data instances. This generalization behavior is typically measured by

percentage correctly classified (PCC) test instances. Other measures include sensi-

tivity and specificity, which are generated from a confusion matrix. Also commonly

used is the receiver operating curve (ROC), and the area under this curve (AUC).

There exist many different classification output types, the most commonly used

are:

• Linear models, built by e.g. linear and logistic regression. A typical logistic

regression formulation for a data set D = {xi,yi}n
i=1 with input data xi ∈ IR, and

corresponding binary class labels yi ∈ {0,1} is:

ylogit(x) =
1

1+ exp(−(w0 +wT x))
(1)

• Non-linear models, built by e.g. ANNs and SVMs. The model formulation for a

SVM with RBF kernel is:

ySVM(x) = sgn[
N

∑
i=1

αi yi exp{−‖x−xi‖2
2/σ2}+b] (2)

• Rule-based models, built by e.g. RIPPER [13], CN2 [12] and AntMiner+ [33].

• Tree-based models, built by e.g. C4.5 [42] and CART [10].

Other commonly model types are nearest neighbor classifiers and bayesian net-

works. Benchmarking studies have shown that, in general, non-linear models pro-

vide the most accurate predictions [6, 56], as they are able to capture non-linearities
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in the data. However, this strength is also their main weakness, as the model is con-

sidered to be a black box: as Eq. (2) shows, trying to comprehend the logics behind

the decisions made is very difficult, if not impossible. This brings us to the second

performance requirement: comprehensibility.

Comprehensibility can be a key requirement as well, demanding that the user

can understand the logic behind the model’s prediction. In some domains, such as

credit scoring and medical diagnosis, the lack of comprehensibility is a major issue

and causes a reluctance to use the classifier or even complete rejection of the model.

In a credit scoring context, when credit has been denied, the Equal Credit Opportu-

nity Act of the U.S. requires that the financial institution provides specific reasons

why the customer’s application was rejected, whereby vague reasons for denial are

illegal [19]. In the medical diagnosis domain as well, clarity and explainability are

major constraints.

Whenever comprehensibility is required, it will be needed so as to check whether

the model is in line with existing domain knowledge. So if comprehensibility is

needed, justifiability is needed as well. For example, it can not be that loan appli-

cants with a high income are rejected credit, while similar applicants with a low

income are granted credit. Such a model is counter-intuitive and hence unaccept-

able for implementation.

A data mining approach that takes into account the knowledge representing the

experience of domain experts is therefore much preferred and of great focus in cur-

rent data mining research. This paper is structured as follows: Sect. 2 describes

the comprehensibility requirement in a data mining context, and discusses how to

define, measure and obtain comprehensibility. A further discussion into the academ-

ically challenging justifiability requirement is provided in Sect. 3. Here as well, ap-

proaches to obtain justifiable models are reviewed. Finally, a metric to measure jus-

tifiability is proposed.

2 Comprehensibility of Classification Models

Comprehensibility can be a key requirement for a classification model, demanding

that the user can understand the motivations behind the model’s prediction. It is

an absolute necessity in any domain where the model needs to be validated before

it can actually be implemented for practical use. Typical domains are the highly-

regulated credit scoring and medical diagnosis domain. However, in other domains

as well, comprehensibility and justifiability will lead to a greater acceptance of the

provided model. The crucial importance of comprehensibility in credit scoring is

demonstrated by following quote by German Chancellor Angela Merkel. As acting

president of the G8, she stated in response to the credit crisis that started mid 2007,

that the top credit rating agencies (such as Moody’s and S&P) should be more open

about the way they arrive at their credit ratings:
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“In the future it should be clear what

the basis of their ratings of companies is,” Merkel said.

“There can’t be some black box from which something comes out

and which no one understands.”

– Reuters (August 18th, 2007)

The importance of comprehensibility for any data mining application is argued by

Kodratoff, who states in his comprehensibility postulate that “Each time one of our

favorite ML [Machine Learning] approaches has been applied in industry, each time

the comprehensibility of the results, though ill-defined, has been a decisive factor of

choice over an approach by pure statistical means, or by neural networks.” [28]

Defining comprehensibility is close to being a philosophical discussion. Still, to

get some clarity on what this requirement exactly entails, we will try to define when

a classification model is comprehensible. As will be argued next, comprehensibility

measures the “mental fit” [35] of the classification model, and its main drivers

are:

• The type of output. Although the comprehensibility of a specific output type

is largely domain-dependent, generally speaking, rule-based classifiers can be

considered as the most comprehensible, and non-linear classifiers as the least

comprehensible.

• The size of the output. Smaller models are preferred.

Comprehensibility is defined by the Oxford English Dictionary as “Quality of

being comprehensible”, with comprehensible being defined as “To seize, grasp, lay

hold of, catch.” Of course, within in data mining context, this is a rather vague

definition.

The first main criterion for comprehensibility is the model output, which can be

rule-based, tree-based, linear, non-linear, instance-based (e.g. k-nearest neighbor),

and many others. Which of these rule types is the most comprehensible is largely

domain-specific, as comprehensibility is a subjective matter, or put differently: com-

prehensibility is in the eye of the beholder. Michalski is one of the first to address

the comprehensibility issue in Knowledge Discovery in Data [34]. In his comprehen-

sibility postulate, he states “The results of computer induction should be symbolic

descriptions of given entities, semantically and structurally similar to those a human

expert might produce observing the same entities.” Mainon and Rokach address this

subjectivity issue as follows [35]: “The comprehensibility criterion (also known as

interpretability) refers to how well humans grasp the classifier induced. While the

generalization error measures how the classifier fits the data, comprehensibility mea-

sures the “Mental fit” of that classifier.” . . . “the accuracy and complexity factors can

be quantitatively estimated, while the comprehensibility is more subjective.” This

concept of mental fit is very interesting, and points out that if the user is more fa-

miliar with linear models, the mental fit with such models will be greater than the

fit with tree-based classifiers. However, generally speaking, one can argue that the

models that are more linguistic, will give a better mental fit. From that point of view,

we can say that rule (and tree-) based classifiers are considered the most compre-

hensible, and non-linear classifiers the least comprehensible. Once again, keeping
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in mind that for some domains other output types (such as a linear model or 1NN

classifier) can be regarded as the most comprehensible.

For a given rule output, the comprehensibility decreases with the size [3]. Domin-

gos motivates this with Occam’s razor, interpreting this principle as [17]: “preferring

simpler models over more complex.” Speaking in a rule-based context, the more con-

ditions (terms), the harder to understand [26]. For a given number of conditions, it is

better to have many rules with a low average number of conditions per rule, than few

rules with many condition [48]: “a theory consisting of few long clauses is harder

to understand than one with shorter clauses, even if the theories are of the same ab-

solute size.” This size concept can of course be extended to all rule outputs [17]: the

number of nodes in a decision tree, the number of weights in a neural network, the

number of support vectors in a support vector machine, etc.

Finally, though we consider model output and model size to be the main compo-

nents determining comprehensibility, the concept can be deepened even further, as it

also depends on aspects such as the number of variables and constants in a rule, the

number of instances it covers [48], and even the consistency with existing domain

knowledge [38], an aspect that will be addressed in Sect. 3.

2.1 Measuring Comprehensibility

With the previous discussion in mind, we can measure the comprehensibility in fol-

lowing ways. First of all, there seems to be a ranking in the comprehensibility of the

different output types, such that we can state that rule-based models are more com-

prehensible than linear ones, which are again more comprehensible than non-linear

ones. However, this seemingly obvious conclusion is not always true: a linear model

with just one variable will surely be more comprehensible than a rule-based model

with over 20 rules. Also, comparing the comprehensibility of a nearest neighbor

classifier is also very difficult: whereas a 1NN classifier might be very logical and

comprehensible in one domain, it might be pretty meaningless in another, e.g. do-

mains with high dimensional data, where even the most similar training instance still

differs in many of the variables. Generally speaking however, typically this ranking

in output types will be true and observable. The best way however to verify this, is

to ask application domain experts and users for their own ranking, to determine their

“mental fit” with the different output types.

Within a given output type, the size can be measured, as follows:

• Non-linear model: number of terms in the final mathematical formulation (e.g.

the number of support vectors for SVMs, the number of weights for ANNs).

• Linear model: number of terms in the final mathematical formulation (hence the

number of included variables).

• Rule- (or tree-)based model: number of rules(/leaves), number of terms per rule.

For a certain number of terms, there is a preference for more rules with less terms.
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2.2 Obtaining Comprehensible Classification Models

2.2.1 Building Rule-Based Models

Obtaining comprehensible classifiers can be done in a variety of ways. As we con-

sider rules and trees to be the most comprehensible format for a classification model

(given their linguistic nature, and hence ease in understanding for non-experts), tech-

niques that induce such models are of course the best suited. In this category fall rule

induction and extraction techniques.

Rule induction techniques induce rules from structured data. Such techniques are

C4.5, CART, CN2 and AntMiner+. Comprehensibility can also be added to black

box models by extracting symbolic rules from the trained model, rather than imme-

diately from the data. Rule extraction techniques attempt to open up the black box

and generate symbolic, comprehensible descriptions with approximately the same

predictive power as the model itself. If the rules mimic the model closely enough,

and thus is explained sufficiently, one might opt to use the black box model. Extrac-

tion techniques have been proposed from ANNs [5], as well as from SVMs [29, 30].

2.2.2 Combining Output Types

An incremental approach that combines several output types can be followed, so as

to find a trade-off between simple techniques with good readability, but restricted

model flexibility and complexity, and advanced techniques with reduced readability

but extended flexibility and generalization behavior.

Setiono et al. combine rules with logistic regression [44, 45]. First, rules are

induced for all the nominal variables. Hereafter, instead of providing a simple class

label, a linear model is estimated with the remaining ordinal classes. As such, a

set of rules is obtained, with a linear regression model as the final prediction. This

approach has been succesfully applied to credit scoring [44].

Van Gestel et al. combine the comprehensibility of linear models with the good

generalization behavior of SVMs [53, 54, 55]. On top of a simple logistic regression

model, extra SVM terms are added that try to model the residual errors, resulting in

an increased accuracy.

2.2.3 Visualization

The final approach we mention to incorporate comprehensibility is visualization,

which includes plots, self-organizing maps, decision tables and decision diagrams.

Data visualization is the display of information in graphical or tabular for-

mat [50]. The goal of visualization is to allow for better interpretation, and thus

validation, of the information by a person, in order to obtain an acceptable classifier.

The most straightforward manner of visualizing the data and classification model

is with plots. For higher dimensional data, with four variables or more, such plots



Building Acceptable Classification Models 45

are no longer feasible, and should be visualized with other techniques, such as self-

organising maps (SOMs).

SOMs are a single-layer feedforward neural network, where the outputs are ar-

ranged in a low-dimensional grid (typically two or three dimensional), and provide a

low dimensional representation of the training data. This unsupervised data mining

technique is typically used for clustering and data visualization [50].

Another way to add comprehensibility to the models is with the use of decision

tables. As the proposed justifiability metric in Sect. 3 is based on this notion, we will

look at this representation form in more detail. Decision tables are a tabular repre-

sentation used to describe and analyze decision situations [58] and consists of four

quadrants, separated by double-lines, both horizontally and vertically. The vertical

line divides the table into a condition part (left) and an action part (right), while the

horizontal line separates subjects (above) from entries (below). The condition sub-

jects are the problem criteria (the variables) that are relevant to the decision-making

process. The action subjects describe the possible outcomes of the decision-making

process; i.e., the classes of the classification problem: applicant = good or bad. Each

condition entry describes a relevant subset of values (called a state) for a given condi-

tion subject (variable), or contains a dash symbol (‘–’) if its value is irrelevant within

the context of that row. Subsequently, every action entry holds a value assigned to

the corresponding action subject (class).

Every row in the entry part of the decision table thus comprises a classification

rule, indicating what action(s) apply to a certain combination of condition states.

For example, in Table 1, the final row tells us to classify the applicant as good if

owns property = no and savings amount = high.

3 Justifiability of Classification Models

Although many powerful classification algorithms have been developed, they gen-

erally rely solely on modeling repeated patterns or correlations which occur in the

data. However, it may well occur that observations, that are very evident to classify

by the domain expert, do not appear frequently enough in the data in order to be

appropriately modeled by a data mining algorithm. Hence, the intervention and in-

terpretation of the domain expert still remains crucial. A data mining approach that

takes into account the knowledge representing the experience of domain experts is

therefore much preferred and of great focus in current data mining research.

1. Owns property? 2. Years client 3. Savings amount 1. Applicant=good 2. Applicant=bad

yes
≤ 3

low – ×
high × –

> 3 – × –

no –
low – ×
high × –

Table 1 Classification model visualized by decision table.
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Mining

databaseexpert

Fig. 1 The knowledge fusion process.

In a data mining context, a model is justifiable when it is in line with existing

domain knowledge. Therefore, for a model to be justifiable, it needs to be validated

by a domain expert, which in turn means that the model should be comprehensible.

The academically challenging problem of consolidating the automatically generated

data mining knowledge with the knowledge reflecting experts’ domain expertise,

constitutes the knowledge fusion problem (see Fig. 1).

3.1 Taxonomy of Constraints

Many types of constraints exist that a domain expert might want to incorporate.

Although almost all research into this field is focused on the monotonicity con-

straint [2, 7, 21, 40, 47, 61], the taxonomy of possible domain constraints, shown

in Table 2, indicates that this is a too limited view. It is, however, the most common

one to be incorporated.

Each constraints can be either mandatory, which we name a hard constraint, or

simply preferred, which we name a soft constraint. In what follows next, the poten-

tial domain constraints are listed and illustrated.

Univariate constraints are constraints that apply to one single variable.
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Univariate

Multivariate
nominal

ordinal

monotone
non-monotone

piecewise monotone non-piecewise monotone

Soft

Hard

Table 2 Taxonomy of possible constraints to incorporate.

• Nominal univariate constraints apply to a single, nominal variable. In a positive

discrimination context for instance, one might prefer women (for admittance,

recruitment, . . . ), thus the constraint being on the nominal variable Sex.

• Ordinal univariate constraints apply to a single, ordinal variable.

– Monotone, ordinal, univariate constraints are commonly referred to as mono-

tonicity constraints, which are addressed in detail in the next section. A credit
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3.2 Monotonicity Constraint

The monotonicity is the most encountered domain constraint to be incorporated, and

to the best of our knowledge, the only constraint researched so far. This constraint

demands that an increase in a certain input(s) cannot cannot lead to a decrease in

the output. Such constraints exist in almost any domain, a few examples to clarify:

• E.g. credit scoring context: increasing income should yield a decreasing proba-

bility of default; therefore:

Client A : Income = 1.000

é Classified as GOOD

Client B : Income = 2.0001

é Classified as BAD á Not monotone

é Classified as GOOD á Monotone

• E.g. medical diagnosis context: an increasing tumor-size should yield an increas-

ing probability of tumor recurrence; therefore:

Patient A : tumor-size = 50

é Tumor classified as RECURRING

Patient B : tumor-size = 100

é Tumor classified as NOT RECURRING á Not monotone

é Tumor classified as RECURRING á Monotone

• E.g. fuel consumption prediction: an increasing weight should yield an increasing

fuel consumption; therefore:

Car A : weight = 1.000

é Car classified as HIGH FUEL CONSUMPTION

Car B : weight = 2.000

é Car classified as LOW FUEL CONSUMPTION á Not monotone

é Car classified as HIGH FUEL CONSUMPTION á Monotone

We can define such a monotonicity constraint more formally (similarly to [21]),

given a data set D = {xi,yi}n
i=1, with xi = (xi

1,x
i
2, . . . ,x

i
m) ∈ X = X1 ×X2 × . . .Xm,

and a partial ordering ≤ defined over this input space X . Over the space Y of class

values yi, a linear ordering ≤ is defined. Then the classifier f : xi 7→ f (xi) ∈ Y is

monotone if Eq. (3) holds.

xi ≤ x j => f (xi) ≤ f (x j), ∀i, j (or f (xi) ≥ f (x j),∀i, j) (3)

For instance, increasing income, keeping all other variables equal, should yield a

decreasing probability of loan default. Therefore if client A has the same character-

istics as client B, but a lower income, then it cannot be that client A is classified as

a good customer and client B a bad one.

1 Assuming the values for all other variables are equal.
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3.3 Measuring Justifiability

Several adaptations to existing classification techniques have been proposed to cope

with justifiability and will be discussed in Sect. 3.4, yet a measure to identify the

extent to which the models conform to the required constraints is still lacking. In

this section, a new measurement is proposed, where with the use of decision tables

we provide a crisp performance measure for the critical justifiability measure.

In what follows, we propose a formal measurement for justifiability, where we

assume that the data set consists of n variables Vi. We define a profile pri for vari-

able Vi as the situation for which the variable settings differ only in variable Vi, with

different classes assigned for the different settings. In the decision table view, this

corresponds to the situation of having at least two rows with same values for all

but the last column. A formal definition of our justifiability measure is given below,

with n the number of variables, wi a user-defined weight determining the relative

importance of variable Vi (such that higher penalties are given to inconsistencies in

variables with higher weights) and the I(pri, j) operator returning 1 if an inconsis-

tency is present in the jth profile of variable i, and 0 otherwise. The total number of

profiles for variable Vi is denoted by |pri|. As we will demonstrate, such inconsis-

tencies are easily detected with the use of decision tables.

Justifiability = 1−

overall penalty
︷ ︸︸ ︷

n

∑
i=1

penalty for V j︷ ︸︸ ︷

wi

|pri|
∑
j=1

1

|pri|
· I(pri, j) (4)

This justifiability metric is given by Eq. 4, with ∑n
i=1 wi = 1, such that 0 ≤ Justifia-

bility ≤ 1. Each variable can bring about a penalty of maximum wi, which insures

that the justifiability measure is limited between 0 and 1.

The weight parameter wi can be set in following manners:

1. Statistically based, with information theoretic measures, such as Information

Value, Cramer’s V, Gainratio, etc. [52]

2. Domain expert-based

• Use the statistically based measures and adapt them if necessary

• Use the ranking of the variables, based on which the weights are determined

• Immediately determine weights based on own expertise and intuition

Our measure can also be used for linear classifiers, without the use of decision

tables: there is exactly 1 profile for each variable. An inconsistency takes place if

the sign of variable Vi does not correspond to the expected sign. To determine the

weights, a similar approach as for the rule-based classifiers can be followed. For

the statistically proposed weights, one might use the (normalized) partial correla-

tion coefficients, which is the correlation when all other variables are kept at fixed

values [27], as statistically-based suggestion. Other possibilities that determine the
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importance of a variable in the model include the (normalized) regression coeffi-

cients and the p-values of these coefficients.

Setting the weights is a difficult, yet necessary exercise in the justifiability cal-

culations. Setting the weights completely statistically based, or relying only on the

domain expert’s intuition, are just two extremes of a spectrum. Using statistics only,

one will mimic the relative importance of the variables in the data set exactly. Of

course, due to the lack of perfect data quality (noise, limited data availability, . . . ),

one can not completely rely on this measures alone. For example, if a variable has

no correlation at all with the target variable, it does not mean the weight should

therefore be zero. For the same reason, if one variable alone perfectly predicts the

target variable, it should not be concluded that the weight of that variable is one,

and all others zero. On the other hand, relying on the domain expert’s opinion alone

is also not recommended, as the expert’s intuition about the impact of different set-

tings will be limited. From that perspective, approaches between these two extremes

are sensible, where statistically based weights are adjusted according to the expert’s

opinion, or where an expert chooses among a set of possible weight configurations.

To determine the impact of changing the weights, it is surely sensible to combine

this with sensitivity analysis, to investigate what the impact is on the justifiability

metric of (small) changes in the weight settings.

Before explaining the metric in detail, we should note that since we measure

an inherently subjective concept, testing with human users and comparing the pro-

posed metric with the user’s values (referred to as ‘real human interest’ [11]), can

provide useful guidelines for the weight settings, and the metric as a whole. Such

experiments are conducted in e.g. [8, 36, 39, 41] but are beyond the scope of this

paper.

Our justifiability measure will be explained in more detail using two examples

from respectively the credit scoring, and medical diagnostic domain.

Credit Scoring Example

Table 3 reports the decision table, corresponding to the rule set inferred by AntMiner+

on the german credit scoring data set, as published in [32]. In this credit scoring

example, we have a total of 6 profiles for the Credit History variable, which are

numbered in Table 3 and are all inconsistent. For all other variables, no inconsisten-

cies exist. Therefore, assuming the weights being taken as given by the normalized

Gainratios in Table 4, the justifiability of this classifier is given by:

Justifiability = 1−0.0741 ·
[

1

6
+

1

6
+

1

6
+

1

6
+

1

6
+

1

6

]
= 0.9259 = 92.59%

Notice that this measure is very high, although all profiles of the Credit History

variable are incorrect. This is the result of the very low weight given to this variable.

An expert might decide to put some lower bound on the possible weight, or to simply

adjust these weights.
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Purpose Duration Checking Account Savings Account Credit History Bad Good

furniture/business ≤15m ¡0e ¡250e no credits taken/all × –
1credits paid back duly

critical account – ×
≥250e – – ×

≥0e – – – ×
¿15m ¡0e ¡250e – × –

≥250 and ¡500e no credits taken/all × –

2
credits paid back duly

all credits at this bank

paid back duly or – ×
critical account

≥500e – – ×
≥0 and ¡100e ¡500e no credits taken/all × –

3
credits paid back duly

all credits at this bank

paid back duly or – ×
critical account

≥500e – – ×
≥100e – – – ×

car/retraining or ≤ 15m – ¡500e no credits taken/all × –
4others credits paid back duly

critical account – ×
≥500e – – ×

¿15m ¡0e ¡250e – × –

≥250 and ¡500e no credits taken/all × –
5credits paid back duly

critical account – ×
≥500e – – ×

≥0e ¡500e no credits taken/all × –
6credits paid back duly

critical account – ×
≥500e – – ×

Table 3 Discrepancies in the classification model, visualized by decision table.

Gainratio wi

Checking Account 0.0526 0.1529

Duration 0.2366 0.6879

Credit History 0.0255 0.0741

Purpose 0.01258 0.03657

Savings Account 0.01666 0.04843

Sum 0.34394 1

Table 4 Weights of variables, defined as normalized Gainratios.

In the case of a linear classifier, a similar approach can be taken. Suppose we

obtain following (artificial) linear classification model for the credit scoring data

set, with z = +1 denoting a good customer and z = −1 a bad customer:

z = sgn(0.7 · income−0.4 · savings+0.2 · checking+0.1 · age)

We expect that a higher income will yield a higher probability of being a good

customer, and therefore the expected sign for the variable income is positive. Simi-

larly we expect positive signs for savings and checking amount. For age we have no

expectation, while the linear classification model shows an unwanted sign for sav-

ings. For simplicity reasons, we use the normalized regression coefficient as weight

(e.g. wincome = 0.7
0.7+0.4+0.2+0.1 = 0.5) which results in following justifiability:
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Justifiability =

1 −
[
0.5 · I(princome)+0.29 · I(prsavings)+0.14 · I(prchecking)+0.07 · I(prage)

]

= 1− [0+0.29+0+0]

= 0.71 = 71%

Medical Diagnosis Example

Our second example deals with the classification of patients as being either de-

mented or normal. For this, three variables are listed that are deemed relevant to the

medical expert, being the number of years education the patient has had, whether or

not the patient can recall the name of the street he or she lives in, and finally the age

of the patient (slightly adjusted from [40]). Firstly, we will measure the justifiability

of the example rule-based classifier2.

if (recalling name street = no and years education > 5)
then patient = normal

else if (recalling name street = yes and age > 80)
then patient = normal

else if (recalling name street = yes and years education > 5 and age ≤ 70)
then patient = normal

else patient = dementia diagnosed

Table 5 Example dementia prediction rule set.

Our rule-based classifier has a total of three rules to diagnose a patient’s state of

mind. Our expectations for the recalling name street is rather obvious: recalling the

name speaks for the normal state of mind of the patient. Also for the age variable

straightforward expectations are made: older patients have an increased likelihood

of becoming demented. Finally, for the number of years education, a medical expert

might expect that more educated patients display higher degrees of mental activities

and are therefore less susceptible to dementia.

Table 6 shows the profiles for the three independent variables. For ‘Recalling

name’ there are two profiles: the first profile prrecall,1 states that for two patients

with the same characteristics for age (> 70 and ≤ 80) and years education (> 5)

but different response to the recalling name variable, the one that recalls the name

of its street is demented, while the one that actually does not remember the name is

2 This example classifier is not generated from data, but humanly generated, as it only serves as an
example for the measure.
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(a) Last variable ‘Recalling name’

Age Years education Recalling name Impaired Normal

≤ 70 ≤ 5 – × –

> 5 – – ×
> 70 and ≤ 80 ≤ 5 – × –

> 5 yes × – 1no – ×
> 80 ≤ 5 yes – × 2no × –

> 5 – – ×

(b) Last variable ‘Years education’

Age Recalling name Years education Impaired Normal

≤ 70 – ≤ 5 × – 1> 5 – ×
> 70 and ≤ 80 yes – × –

no ≤ 5 × – 2> 5 – ×
> 80 yes – – ×

no ≤ 5 × – 3> 5 – ×

(c) Last variable ‘Age’

Years education Recalling name Age Impaired Normal

≤ 5 yes ≤ 80 × – 1> 80 – ×
no – × –

> 5 yes ≤ 70 – ×
2> 70 and ≤ 80 × –

> 80 – ×
no – – ×

Table 6 Decision table format of dementia diagnosis classifier.

classified as normal. This is counterintuitive, and therefore I(prrecall,1) = 1. For the

second profile prrecall,2 the domain constraint is fulfilled, therefore I(prrecall,2) = 0.

Similarly, the table illustrates that all profiles for the ‘Years education’ variable sat-

isfy our expectations, while none of the profiles for the ‘Age’ variable are in line

with the expectations, resulting in following justifiability measure (assuming equal

weights):

Justifiability =




1
3 ·
(

1
2 I(prrecall,1)+ 1

2 I(prrecall,2)
)

+ 1
3 ·
(

1
3 I(preducation,1)+ 1

3 I(preducation,2)+ 1
3 I(preducation,3)

)

+ 1
3 ·
(

1
2 I(prage,1)+ 1

2 I(prage,2)
)





= 1−
[

1

3
·
(

1

2
·1+

1

2
·0
)

+
1

3
·
(

1

3
·0+

1

3
·0+

1

3
·0
)

+
1

3
·
(

1

2
·1+

1

2
·1
)]

= 0.5 = 50%

As for credit scoring, we can assess the justifiability performance of a linear clas-

sifier for medical diagnostic. Once again, we will consider the use of classification

models for diagnosing dementia. Instead of considering z = +1 as a good customer

and z = −1 a bad one, we will discriminate between patients that are demented

(z = −1), and those that aren’t (z = +1). Such an example linear classifier can be:

z = sgn(0.26 · recalling name+0.4 · age+0.3 · education)
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Since the variable recalling name can only be 0 (patient does not recall the name

of the street) or 1 (patient does recall name street), we expect a positive coefficient:

recalling the name increases the probability of being normal. For age, we would

also expect a negative coefficient: older patients have an increased chance of being

demented. Finally, expecting more years of education has a positive influence on

the state of mind of the patient, the justifiability of the linear classification model

becomes:

Justifiability =

1 −
[

1

3
· I(prrecalling name)+

1

3
· I(prage)+

1

3
· I(preducation)

]

= 1−
[

0+
1

3
+0

]

= 0.67 = 67%

3.4 Obtaining Justifiable Classification Models

Although our taxonomy reveales that many types of domain constraints exist, to

the best of our knowledge only the monotonicity constraint has been researched so

far (with the exception of the AntMiner+ technique [32]). In this section, we will

review existing approaches to incorporate monotonicity constraints. The application

of such monotonicity constraints has been applied, among others, in the medical

diagnosis [40], house price prediction [60] and credit scoring [16, 47] domains. The

aim of all these approaches is to generate classifiers that are acceptable, meaning

they are both accurate, comprehensible and justifiable.

We divided the different approaches in three categories, depending on where

monotonicity is incorporated: in a preprocessing step, within the classification tech-

nique, and finally, in a postprocessing step. The different techniques are summarized

in Table 5.1, and are shortly explained next.

Preprocessing

Daniels and Velikova propose an algorithm that transforms non-monotone data into

monotone data by a relabeling process [16]. This procedure is based on changing

the value of the target variable. The main idea is to remove all non-monotone data

pairs, by iteratively changing the class of the data instance for which the increase in

correctly labeled instances is maximal. They report an improved accuracy and com-

prehensibility by applying this relabeling procedure. A drawback of this approach

is that, although the data will be completely monotone, there is still no guarantee

that monotone classifiers are constructed.
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Data Mining

The first attempt to incorporate monotonicity in classification trees, combines both

a standard impurity measure, such as entropy, and a non-monotonicity measure in

the splitting criterion [7]. This measure is based on comparison of all possible leaf

pairs, and checking for monotonicity. The measure is defined as the ratio between

actual number of non-monotonic pairs, and the maximum number of possible non-

monotonic pairs. The author reports a significant reduction in non-monotonicity in

the classification trees, without a significant decrease in accuracy. However, a com-

pletely monotone classifier is not guaranteed.

Sill proposed a class of ANNs that can approximate any continuous monotone

function to an arbitrary degree of accuracy [47]. This network has two hidden lay-

ers: the first hidden layer has linear activation functions. These hidden nodes are

grouped, and connected to a node in the second hidden layer, which calculates the

maximum. Finally, the output unit computes the minimum over all groups. Mono-

tonicity is guaranteed by imposing signs on the weights from the input to the first

hidden layer. Although this approach is straightforward and shows good results, the

comprehensibility of such an ANN classifier is limited.

Altendorf et al. build monotone Bayesian networks by imposing inequality con-

straints on the network parameters [2]. Monotonicity constraints on the parameter

estimation problem are handled by imposing penalties in the likelihood function.

The models constructed show to be as good or better in terms of predictive accuracy

than when imposing no constraints.

In AntMiner+, monotonicity is obtained by imposing inequality signs. This ap-

proach is also able to include soft monotonicity constraints, by adapting a problem-

dependent heuristic function [32].

Postprocessing

Instead of enforcing monotonicity constraints during model construction, a simple

generate-and-test approach is applied by Feelders [20]. Many different trees are

generated (each time on another randomization of the data) and the most monotonic

one is used.

Another manner to achieve monotone classification models in a postprocessing

step, is by pruning classification trees [21]. This method prunes the parent of the non-

monotone leaf that provides the largest reduction in number of non-monotonic leaf

pairs. Once more, similar accuracy is reported, with increased comprehensibility.

For linear models, checking monotonicity comes down to verifying the sign of

the regression parameters. By removing those variables for which the sign is not

as expected, and re-estimating the parameters, a monotone model can be built (see,

e.g. [53, 55]). Alternatively, adding variables might reverse the sign, or estimating

the coefficients with non-negative (positive) constraints can yield monotone linear

models.
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Preprocessing

Relabeling data to ensure monotonicity
Daniels and Velikova (2006) [16]

Data Mining

Classification trees
Splitting criterion includes monotonicity metric
Ben-David (1995) [7]

Artificial neural networks
Linear activation functions and constrained weights
Sill (1998) [47]

Bayesian networks
Constrained Bayesian network parameters
Altendorf et al. (2005) [2]

Rule-based classification models
Constrained inequality signs
Martens et al. (2006) [32]

Postprocessing

Classification trees
Generate and test
Feelders (2000) [20]

Classification trees
Pruning non-monotone subtrees
Feelders and Pardoel (2003) [21]

Linear models
Constrained regression coefficients
Van Gestel et al. (2006) [53]

Table 7 Overview of existing approaches to incorporate monotonicity constraints.

Finally, we want to point out the difference between expressing what is wanted,

which should be done by the domain expert, and demanding these constraints, which

is the focus of our research. Sometimes, data mining can reveal some interesting,

though unexpected patterns [46], which might not be detected when demanding

justifiability constraints. Deciding when and for which variables to require such

constraints is left entirely up to the domain expert.

4 Conclusion

Comprehensibility is an important requirement for classification models in many

domains. Several approaches have been proposed in the literature to come to such

models, from simple rule induction techniques, to advanced incremental approaches.

More recently, the importance of justifiability has been acknowledged by some re-

searchers, in the form of the monotonicity constraint. Many other constraints exist

that can be included in the learning algorithm, for which we introduced a taxonomy.

The newly introduced metric for justifiability allows to compare classifiers, but

also to demand a minimum justifiability threshold for acceptance before the classi-
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fication model will be implemented in a decisions support system, with threshold

that can even go up to even 100%, requiring a model that is completely in line with

business expectation.

By providing comprehensible, justifiable classification models, they become ac-

ceptable in domains where previously such models are deemed too theoretical and

incomprehensible. We experienced this in previous case studies in domains such as

audit mining (predicting the going concern opinion as issued by the auditor) [31],

business/ICT alignment prediction [15] and software fault prediction [57]. This has

also been confirmed in the research by, among others, Kodratoff [28] and Askira-

Gelman [3]. As such, new opportunities emerge for data mining.
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Mining Interesting Rules Without Support
Requirement: A General Universal Existential
Upward Closure Property
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Abstract

Many studies have shown the limits of support/confidence framework used in Apriori-like algo-
rithms to mine association rules. There are a lot of efficient implementations based on the anti-
monotony property of the support. But candidate set generation is still costly and many rules are
uninteresting or redundant. In addition one can miss interesting rules like nuggets. We are thus
facing a complexity issue and a quality issue.
One solution is to get rid of frequent itemset mining and to focus as soon as possible on interesting
rules. For that purpose algorithmic properties were first studied, especially for the confidence. They
allow to find all confident rules without a preliminary support pruning.
Recently, in the case of class association rules, the Universal Existential Upward Closure property
of confidence has been exploited in an efficient manner. Indeed, it allows to use a pruning strategy
for an Apriori-like but top down associative classification rules algorithm.
We present a new formal framework which allows us to make the link between analytic and algo-
rithmic properties of the measures. We then apply this framework to propose a General Universal
Existential Upward Closure. We demonstrate a necessary and a sufficient condition of existence
for this property. These results are then applied to 32 measures and we show that 13 of them do
have the GUEUC property.

1 Introduction

Rules-based data mining methods are very important approaches in supervised learning. They pro-
vide a concise and potentially useful knowledge that is understandable by the user. In addition, they
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allow to explain why a particular prediction is made for a particular case. This ability to justify is
very important in domains such as credit scoring or medicine.

The most popular rules based method is the supervised learning of decision tree [12, 47, 65],
which generates an understandable predictive model in a reasonable time. One of the limitations
of decision trees is that they proceed according to a greedy strategy. As a consequence, they do
not explore all the combinations of attributes. Indeed, the standard decision tree algorithms do
not call into question the earlier choice of splitting attributes during the construction of the tree.
Another feature of decision trees is that they are mainly intended for categorical attributes. Thus
at each node, the quality of a candidate splitting attribute is estimated by taking into account all
sub-populations, which could be induced from the candidate.

More recently, in order to build predictive rules, [37, 36, 61] have developed a very interesting
alternative approach, named associative classification. This approach is based on the research of
classification rules which are association rules of which the consequent is a class label (that is to
say class association rules). In this article we mainly focus on this category of rules.

Let us first recall the fundamentals of association rules mining. An association rule is a rule
A→ B, where A and B are two sets of items (also called itemsets) such that A 6= /0, B 6= /0 and
A∩B= /0, meaning that given a database D of transactions (where each transaction is a set of items)
whenever a transaction T contains A, then T probably contains B also [3]. In order to generate class
association rules these methods use the confidence-support framework developed by [3] with the
APRIORI algorithm to extract unsupervised association rules from boolean databases. Support is
defined as the proportion of transaction containing A and B in the entire database (noted supp(AB)
or P(AB)), while confidence is the proportion of transactions containing A and B inside the set of
transactions containing A (noted con f (A→ B) or P(B|A)). APRIORI extracts the rules for which the
support and the confidence exceed some prefixed thresholds according to a two-step process. In a
first step, the minimum support constraint is applied to find all frequent itemsets in the database.
In a second step, these frequent itemsets and the minimum confidence constraint are used to form
rules.

Thus, the restriction of the rules search space is no longer ensured by a greedy exploration,
but by the support and confidence conditions. The condition of support plays a prominent role
insofar as it reduces the search space of frequent itemsets through the antimonotony property of
the support. The associative classification methods thus remain captive of the support threshold,
which prevents them to find nuggets, namely the rules of low support but very strong confidence,
even though these rules are very suited to the prediction task.

Two other differences should be noted between associative classification and decision trees.
The first one is that association rules were built primarily for boolean data [5], where only the
presence of attributes is of interest for the user. The second, linked to the previous one, is that the
usual measures of the interest of a rule, such as the confidence or the lift, take into account only the
cases covered by the rule. Thereafter, various algorithms have been developed to build association
rules between categorical or numerical attributes (see for example [21, 25]).

The development of algorithms which extract predictive association rules without involving the
support condition is currently an important issue in data mining and various tracks were explored.
In the case of categorical attributes, which means that the columns of the data matrix correspond
to the flags of each modality of each attribute, Universal Existential Upward Closure (UEUC)
[56, 54] was introduced. UEUC is a property of the confidence which allows to develop a pruning
strategy and free oneself from the support condition.

However, different works showed that confidence brings only an incomplete information about
the quality of extracted rules and that other interestingness measures may be preferred, for example
the centered confidence, the lift, the conviction or the Bayes factor [50, 17, 31]. As a result, it seems
to us that it is crucial to determine under what conditions an interestingness measure checks the
UEUC property. Indeed, it is possible to directly extract the best rules according to such a measure,
without the support condition.

The rest of the paper is organized as follows. In Section 2 we briefly review some related works.
The core of our study, the Universal Existential Upward Closure property of the confidence, is pre-
sented in Section 3. We also present in this section our General Universal Existential Upward
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Closure property. We present in Section 4 our framework that leads to study interestingness mea-
sures with respect to various quantities. This framework is then used in Section 5 to propose a
sufficient condition and a necessary condition of existence of the General Universal Existential

Upward Closure property. These conditions are then used to study the case of 32 measures. We
conclude in Section 6.

2 State of the Art

Since the initial work [3] and the famous APRIORI algorithm [5] many efforts have been done in
order to develop efficient algorithms for mining frequent itemsets and/or association rules (see for
example the works following APRIORI, like [4, 51, 13]). These methods use the support-confidence
framework developed by [3] to extract unsupervised association rules in boolean databases. In
[64] the reader can find a comparison of five well-known algorithms (APRIORI implementation
[11], CHARM [63], FP-growth [23], CLOSET [44] and MAGNUMOPUS [57]). Current trends and
overviews on the frequent itemsets mining approaches are discussed in [19, 18, 22].

In order to build predictive rules (e.g. in a supervised setting), [37] (with the CBA algorithm),
[36] (with the CMAR algorithm), [61] (with the CPAR algorithm) have developed an interesting
alternative approach, named associative classification. These approaches also use the confidence-
support framework developed by [5].

The use of the support condition is effective for computational reasons. However, without spe-
cific knowledge, users will have difficulties in setting the support threshold. The number of itemsets
may differ by an order of magnitude depending on the support thresholds (see for example [14, 46]).
If the support threshold is too large, there may be only a small number of rules, if the threshold is
too small, there may be too many rules and the user can not examine them. Notice also that low
support implies huge computational costs. However, rules with very high confidence but with very
low support may be of a great interest. In consequence many works also focused on solutions to
avoid the use of the support [35, 15, 54, 8].

To get rid of the support constraint several authors proposed different solutions at the itemsets
level by adding constraints on items and at the measurement of interestingness level by exploiting
intrinsic properties of the interestingness measures.

In this paper we are interested in exploiting algorithmic properties of measures of interest and
we are thus at the second level. For constraint-based mining technique the reader can refer to the
state of the art paper of [10] and for example to [41, 55, 43, 42, 33, 14].

In what follows, we briefly review some of the works that focuses on interestingness measures.
Indeed, the measures of interest may play different roles [60]. In particular we are here interested
in measures that can reduce the search space and also be useful for the evaluation of the quality of
mined patterns. We believe that this approach is the most promising one.

In [7] the authors present DENSEMINER that mines consequent-constrained rule with an effi-
cient pruning strategy based on constraints such as minimum support, minimum confidence and
minimum improvement. They define the improvement of a rule as the minimum difference between
its confidence and the confidence of any proper sub-rule with the same consequent. The algorithm
uses multiple pruning strategies based on the calculation of bounds for the three measures using
only the support information provided by the candidates. Experiments demonstrate the efficiency
of DENSEMINER, in contrast with frequent itemsets mining approaches, especially on dense data
sets.

In [59] the authors propose to make the confidence antimonotone following the example of
support. In this way, they introduce the h-confidence a new measure over itemsets mathematically
identical to all-confidence proposed by [40]. Both of these measures are antimonotone. They also
introduce the concept of cross-support patterns (i.e. -uninteresting- patterns involving items with
substantially different support levels). The authors thus propose hyperclique miner, an efficient
algorithm for association rules mining that uses both the cross-support and antimonotone properties
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of the h-confidence measure. In [29], we prove a necessary condition for the existence of such a
property for other measures. We then study 27 measures and show that only 5 of them can be made
antimonotone by this way.

In [34] the author introduces the notion of optimal rule set for classification rules. A rule set
is optimal if it contains all rules, except those with no greater interestingness than one of its more
general rules. Optimal rule sets have similar properties as closed itemsets and nonredundant rule
sets [62]. The main advantage of optimal rules is that they allow to define a pruning strategy that
could apply to a large set of measures. The author gives a proof, case by case, for 13 measures. In
[28], we extend the result of the original article and give a necessary and sufficient condition of
applicability of this pruning strategy for an objective measure. We thus apply this framework to 32
measures and show that this pruning strategy applies to 26 measures out of them.

Focusing on the Jaccard measure, [15] propose an approximation algorithm based on hash
tables for classification. The apparition of false-negatives and false-positives can be controlled
with the algorithm parameters. The efficiency of the algorithm depends of course of the strength
of the control. However, this control can not be complete and there is always a risk to obtain
false-negatives and false-positives.

In [66] the authors adapt a technique proposed by [38] to construct the CORCLASS algorithm
for associative classification. It is fully based on an antimonotonic property of convexity of the χ2

and a direct branch-and-bound exploration of candidates.
In [9], the authors introduce the Loose Anti-Monotony property. This new type of constraint

means that if it is satisfied by an itemset of cardinality k then it is satisfied by at least one of its
subsets of cardinality k− 1. It is applied to statistical constraints. The authors also deeply study
different kind of constraints (anti-monotonicity, succinctness, monotony, convertibility) and pro-
pose a framework that can exploit different properties of constraints all together in a level-wise
Apriori-like manner.

Another approach is to use an intrinsic characteristic of confidence. In [54] the authors intro-
duce the Universal Existential Upward Closure property based on a certain monotonicity of the
confidence. This property applies to classification rules and allows to examine only confident rules
of larger size for generating confident rules of smaller size. The authors deduce from this property a
top-down confidence-based pruning strategy. Their algorithm is then efficient in terms of candidate
generation and emphasizes the problem of nuggets.

Most of the previous approaches do not use a preliminary and costly frequent itemset mining.
However, they mainly apply to very few measures and most of the time to the confidence. It would
be interesting to have an algorithmic property, at the same time efficient and general, applicable
to a large panel of interestingness measures. This is one of the major dimensions for extending
frequent pattern mining framework [58]. As pointed out by several studies, in particular by [50, 20,
32, 53, 17, 31, 2, 1], measures of interest may have very different properties. The user should first
use a set of measures adapted to his needs in order to select the good rules [30].

We here focus on the Universal Existential Upward Closure property of confidence proposed
by [54] and will show that several measures share this property.

3 An algorithmic property of confidence

3.1 On UEUC framework

Among the algorithmic properties of interestingness measures, and especially of the confidence,
we find the property of Universal Existential Upward Closure (UEUC) defined in [54]. Let us now
describe the context of this property. We use notations similar to those used in the original article.

We consider a database T containing m non-class categorical attributes A1, . . . ,Am and one class
attribute C. We denote by Ai (resp. C ) the set of the values that an attribute Ai (resp. C) can take.
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A transaction is an element of A1 ×·· ·×Am ×C . A k-rule is written as Ai1 = ai1 , . . . ,Aik = aik →
C = c, where aip ∈ Aip and c ∈ C . We take the liberty to make the shortcut X = x → c instead of
Ai1 = ai1 , . . . ,Aik = aik → C = c when no confusion is possible, where X is the set of attributes of
the rule, and x the set of values on these attributes. If r is the rule X = x → c and A /∈ X then we say
that X = x,A = a → c is a A-specialization of r if a ∈ A , and that r is more general. The notions of
support and confidence are the same as usual.

This framework is close to association rule mining, but is more general. In the case of a categor-
ical database, we are able to focus on negative rules too, as described in [38], and more precisely in
[66]. However, such categorical databases can be binarized by creating as many binary attributes as
couples (A,a) possible, where a ∈ A , and where A is a (non-)class attribute. Then, an Apriori-like
strategy can be applied.

On the other hand, this framework with categorical attributes and a target variable is close to
the decision trees context. Indeed, in [56], the authors show how to build a classifier from confident
association rules, and compare it with classical decision tree methods. In this article, they introduce
a property of confidence, called Existential Upward Closure. More attention is paid to this property,
recalled Universal Existential Upward Closure, in [54].

3.2 The UEUC property

We now explain this property by reusing the example of the original article.
Let us consider the three rules

r: Age = young → Buy = yes

r1: Age = young, Gender = M → Buy = yes

r2: Age = young, Gender = F → Buy = yes

We are interested in the behavior of young people (r) with respect to the purchase of an article,
especially in case they are a male (r1), or a female (r2). With our formalism, we can write for the
attributes: A1 = Age, A2 = Gender, C = Buy, and for the values: A1 = {young,old} A2 = {M,F}
and C = {yes,no}. Since Gender = M and Gender = F generate two fully separate specializations,
we can write the following equalities:

con f (r) = supp(Age=young,Buy=yes)
supp(Age=young)

= supp(Age=young,Gender=M,Buy=yes)
supp(Age=young,Gender=M)+supp(Age=young,Gender=F)

+ supp(Age=young,Gender=F,Buy=yes)
supp(Age=young,Gender=M)+supp(Age=young,Gender=F)

= supp(Age=young,Gender=M)
supp(Age=young,Gender=M)+supp(Age=young,Gender=F) × con f (r1)

+ supp(Age=young,Gender=F)
supp(Age=young,Gender=M)+supp(Age=young,Gender=F) × con f (r2)

= α1 × con f (r1)+α2 × con f (r2)

where α1 and α2 are positives numbers such that α1 + α2 = 1. Thus, the confidence of r is a
barycenter of confidences of r1 and r2. From this equality, one can deduce that either con f (r1)
or con f (r2) is greater or equal to con f (r). Then, if neither r1 nor r2 is confident, then r can be
removed.

This result can be generalized in the following way, where X is a set of attributes and A is an
attribute not in X:
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∃(α1, . . . ,α|A |) ∈ R+,α1 + · · ·+α|A | = 1, such that

con f (X = x → c) = ∑ai∈A αi × con f (X = x,A = ai → c).
(1)

The coefficients can be explicitly described by αi = supp(X=x,A=ai)
supp(X=x) .

We then can straightaway write the following property of confidence [54]:

Definition 0.1 (UEUC). For every attribute Ai not occurring in a rule X = x → c, (i) some Ai-
specialization of X = x → c has at least the confidence of X = x → c, (ii) if X = x → c is confident,
so is some Ai-specialization of X= x → c. This property is called the Universal Existential Upward

Closure (UEUC).

3.3 An efficient pruning algorithm

The UEUC property clearly offers a pruning strategy, which is shown to be efficient by its authors,
in comparison with the well known algorithm DENSEMINER [7]. We will now describe quickly
the algorithm based on this pruning property.

This property suggests a Top-Down approach. It starts with all the transactions, which can be
seen as rules with antecedent of size m, and calculates their confidence. We thus generate a first
level of confident rules of size m. Suppose now that we have all confident rules of size k + 1, we
will be able to generate all confident rules of size k. The following steps are directly inspired from
the Apriori strategy reviewed under a top-down point of view:

• First, generate Projection Candidates. This step answers to the ”some” part of definition 0.1. A
rule X = x → c is candidate if for some attribute A not in X, one A
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3.4 Generalizing the UEUC property

One of the limits of the UEUC property is that it is only defined for confidence. It is legitimate to
ask oneself if other measures verify the UEUC property. To answer this question, we first define a
General UEUC property.

Definition 0.2 (General UEUC Property). An interestingness measure µ verifies the General
UEUC property iff for every attribute Ai not occurring in a rule r : X= x→ c, some Ai-specialization
of r has at least the value taken by r on the measure µ.
A consequence is that, for such a measure, if r is interesting (with respect to a given threshold), so
is some Ai-specialization of r.

Confidence clearly verifies this property. We will in the following use the term of GUEUC
property instead of General UEUC property. We are searching for other interestingness measures
that verify this property too. In addition, we would like to have the power to say if a given measure
verifies or not the property: we are looking for sufficient and/or necessary conditions of existence
of the GUEUC property.

We first illustrate the GUEUC property with two interestingness measures. The first one has
the GUEUC property and the second one does not have it.

Consider the Sebag and Shoenauer interestingness measure [48]. We can write it as:

seb(X = x → c) =
supp(X = x,c)

supp(X = x,¬c) .

Let now A be an attribute not in X. The following equalities hold:

seb(X = x → c) =

∑
a∈A

supp(X = x,A = a,c)

supp(X = x,¬c)

= ∑
a∈A

supp(X = x,A = a,c)

supp(X = x,¬c)

= ∑
a∈A

supp(X = x,A = a,¬c)
supp(X = x,¬c) × supp(X = x,A = a,c)

supp(X = x,A = a,¬c)

= ∑
a∈A

αa ×
supp(X = x,A = a,c)

supp(X = x,A = a,¬c)
= ∑

a∈A

αa × seb(X = x,A = a → c)

where the αa are positive numbers such that ∑a∈A αa = 1. Then the measure of Sebag and Shoe-
nauer has the same barycenter property as confidence (equation 1), and we can deduce that it
verifies the GUEUC property.

On the contrary, consider the measure of Piatetsky-Shapiro [45]:

ps(X = x → c) = supp(X = x,c)− supp(X = x)× supp(c).

For this measure, we have the following inequalities:

ps(X = x → c) = ∑
a∈A

(supp(X = x,A = a,c)− supp(X = x,A = a)× supp(c))

= ∑
a∈A

ps(X = x,A = a → c)

Then the measure of Piatetsky-Shapiro of a rule is the sum of its specifications, and does not verify
our GUEUC property.
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Thus a question arises: Do other measures verify the GUEUC property? We will now introduce
a new framework to study the measures, that will allow us to say which ones do, and which ones
do not.

4 A framework for the study of measures

4.1 Adapted functions of measure

In [24] a framework for the study of interestingness measures is presented. An interestingness
measure of a rule A→ B is a function that will help the user to evaluate the quality of the rule
A→ B, such as the well known support and confidence. Most of the authors consider measures of
interest as functions of R3 −→ R. In [31], one can also find an advanced study of target domains,
while [16, 49] restricts this domain by normalizing measures. Given a set of measures the authors
prove that they have the same behavior and that they can be simultaneously optimized. First, we
will explain the concept of associated measure introduced in [24]. This article only focuses on the
parametrization of interestingness measures in function of the number of examples, antecedents,
and consequents. Since the UEUC property was first introduced for the confidence, we will focus
on the behavior of measures with respect to confidence. One similar approach can be found in
[26, 17, 27, 31]. One can also need to write measures in function of the number of counterexamples
of the rule, and study their behavior with respect to this quantity, like in [31].

We propose here to introduce a formal framework which enables an analytic study of inter-
estingness measures. We only focus on objective interestingness measures. Such measures can be
expressed with the help of the contingency table in relative frequencies, and consequently with
three parameters. The study of their variations with respect to this variables will allow us to make
a link between the measures and their algorithmic properties, but they imply the description of a
domain of definition in order to study only real cases.

4.1.1 Association rules

A boolean database DB is described by a triplet (A ,R,T ), where A is a set of items, T is a set
of attributes, and R is a binary relation on A × T . An association rule is defined by a database
DB , a non-empty set A⊂ A (A is an itemset) called antecedent, and a non-empty set B⊂ A called

consequent such that A∩ B = /0. We denote a rule by A
DB−→ B, or simply A→ B when there is no

possible confusion.
The support of an itemset A is the frequency of appearance of this itemset in the database. We

denote it by suppDB (A) or, if there is no ambiguity, supp(A). The support of the rule A→ B is the
support of itemset AB.

4.1.2 Contingency tables

Let A and B be two itemsets on the database DB . The contingency table in relative joined frequen-
cies of A and B gives information about the simultaneous presence of this itemsets (figure 1).

The contingency table has 3 degrees of liberty: one need at least 3 of its values to describe it, and
3 values are enough to find all other values. For example, the contingency table is fully described
by the two marginal frequencies supp(A) and supp(B) and the joined frequency supp(AB). An
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B B

A supp(AB) supp(AB) supp(A)
A supp(AB) supp(AB) supp(A)

supp(B) supp(B) 1

AB̄ ĀBAB

A

B
ĀB̄

Fig. 1 Contingency table of A and B, as table and as graphic.

association rule on a given database is described by two itemsets. One can also speak about the
contingency table of an association rule, which leads us to the notion of descriptor system.

Definition 0.3. We call descriptor system of the contingency table a triplet of functions ( f ,g,h)
over the association rules which fully describes the contingency table of association rules.

Example 0.1. We define the following functions:

ant(A→ B) = supp(A); cons(A→ B) = supp(B); con f (A→ B) =
supp(AB)

supp(A)

The triplet (con f ,ant,cons) is a descriptor system of the contingency table.
The same stands for the functions ex(A→ B) = supp(AB) and c-ex(A→ B) = supp(AB̄): the

triplets (ex,ant,cons) and (c-ex,ant,cons) are descriptor systems.

An objective interestingness measure is a function from the space of association rules to the
space of extended real numbers (R∪{−∞,+∞}). It is used to quantify the interest of a rule. There
exists a large number of rules [50, 17, 60, 31], but most of them can be expressed with the contin-
gency table and considered as 3 variables functions (a descriptor system of the contingency table).
In this paper, we only focus on this kind of measures.

4.1.3 Minimal Joined Domain

Like random variables in a probabilistic universe, one can define variables over the space of asso-
ciation rules. A descriptor system d of the contingency table is then a triplet of variables over this
space, and an interestingness measure µ can be written with the help of a function φµ of this triplet.
If we want to make an analytic study of this function, we only need to restrict the analysis to the
joined variation domain of the triplet. Moreover, the study will have no sense out of this domain,
where the points match no real situation.

Definition 0.4. We call the couple (φµ,Dd), made from this function and the joined variation do-
main (associated to a specific descriptor system), the d-adapted function of measure of the measure
µ.

It is important to see that the form of the functional part of this function of measure depends on
the descriptor system chosen. However, when this system is fixed, the adapted function of measure
is uniquely defined. In the following, we voluntarily omit to mention the chosen descriptor system
if there is no possible ambiguity.

If d is a descriptor system of the contingency table, the joined variation domain associated to
this system is defined by the constraints laid down by the values of d between themselves.
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Example 0.2. Let dcon f be the descriptor system based on confidence:

dcon f = (con f ,ant,cons). (2)

For this system, we have the set of constraints:

0 < ant < 1
0 < cons < 1
0 ≤ con f ≤ 1

1− 1−cons
ant

≤ con f ≤ cons
ant

Indeed,

con f (A→ B) =
supp(AB)

supp(A)

=
supp(A)− supp(A¬B)

supp(A)

= 1− supp(A¬B)
supp(A)

≥ 1− supp(¬B)
supp(A)

≥ 1− 1− supp(B)

supp(A)

and

con f (A→ B) =
supp(AB)

supp(A)

≤ supp(B)

supp(A)

We thus define the following domain:

D =









c

y

z



 ∈ Q3|
0 < y < 1
0 < z < 1

max{0,1− 1−z
y
} ≤ c ≤ min{1, z

y
}




 . (3)

Because Ddcon f
matches this definition, we know that Ddcon f

⊂ D (D is complete). To show the
inverse inclusion (i.e. D is minimal), we have to prove that each element of D has a corresponding
association rule (and then a database).

Proof. Consider an element (c,y,z) of D, we need to construct a database DB containing an asso-
ciation rule A→ B, such that µ(A→ B) equals to φµ(c,y,z). Since c, y and z are rational numbers,
we define n as an integer such that (c× y× n,y× n,z× n) ∈ N3. Our database should verify the
following equalities

con f (A→ B) = c, supp(A) = y, supp(B) = z. (4)

The constraints of the domain assure that 0 ≤ (1− c)× y ≤ y ≤ y× (1− c)+ z ≤ 1 holds. We can
thus construct the database of table 1, satisfying the equalities 4. Then, the second inclusion is
verified. ⊓⊔

Finally, we have identified the joined variation domain of the descriptor system dcon f : It is exactly
D.
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A︷ ︸︸ ︷
1 (1− c)× y×n y×n ((1− c)× y+ z)×n n

A 1 · · · · · · · · · · · · 1 0 · · · · · · · · · · · · 0

B 0 · · · 0 1 · · · · · · · · · · · · 1 0 · · · 0

︸ ︷︷ ︸
B

Table 1 Database for the domain Ddcon f

4.2 Expression of a set of measures of Ddcon f

measure (c,y,z) ∈ Ddcon f
c y z measure (c,y,z) ∈ Ddcon f

c y z

SUPPORT cy ր ր → KLOSGEN
√

cy(c− z) րց րց ց

CONFIDENCE c ր → → ADDED VALUE max(c− z,( cy
z
− y)) ր րց ց

COVERAGE y → ր → CONVICTION
1−z
1−c

ր → ց

PREVALENCE z → → ր ONE WAY SUPPORT c log c
z

րց → ց

RECALL
cy
z

ր ր ց J1-MEASURE cy log c
z

րց րց ց

SPECIFICITY 1− z−cy
1−y

ր րց

&&
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In fact, we can see here that most of the measures are increasing with respect to the confidence
of the rule. The higher is the confidence, the higher the measure is.

Then we can see that most of the measures are decreasing with the number of consequents. This
is a logical behavior: if the consequent has a high frequency, then it is nearly always true, and the
rule is uninteresting. For example, it is not interesting in a market basket database to have ”bread”
in the consequent, since bread is present in almost all transactions.

A

B

(a) Situation of independency

A

B

(b) Before the situation of in-
dependency: ∆̄ ≥ ∆

A

B

(c) After the situation of inde-
pendency: ∆̄ ≤ ∆

Fig. 2 Different situations in relation to the independency for rules of the form A→ B. The black
parts correspond to the variation induced by a rule A

′ → B, such that P(A′) > P(A) with same
confidence and consequents. For each case, we compare the variations of false-negatives (∆̄) and
examples (∆).

The variations with respect to the number of antecedents are more diversified. The explanation
can be the following. Considering the confidence and the number of consequents as fixed, one
can say that when increasing the number of antecedents, the number of examples of the rule in-
creases too, then the rule is more interesting. On the other hand, one can say that if the number of
counterexamples increases too, the rule is less interesting.

Finally, one can find a compromise between these two possibilities by taking into account the
situation in relation to the independency (figure 2(a)). We suppose that we have two rules r: A→ B

and r’: A′ → B such that

con f (A→ B) = con f (A′ → B), P(A′) = (1+δ)P(A), δ > 0.

We will compare the two quantities ∆ = P(A′|B)−P(A|B) and ∆̄ = P(A′|¬B)−P(A|¬B). ∆ represents
the variation of examples (true positives) in the set of positive cases, and ∆̄ represents the variation
of false negatives in the set of negative cases.

P(A′B)−P(AB) = P(A′)× con f (A′ → B)−P(AB)

= (1+δ)P(A)× con f (A→ B)−P(AB)

= (1+δ)P(AB)−P(AB)

= δ×P(AB)

In the same manner, we can prove that P(A′¬B)−P(A¬B) = δ×P(A¬B). Determining the sign of
∆− ∆̄ is then the same as determining the sign of P(A|B)−P(A|¬B):
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P(A|B)−P(A|¬B) =
P(¬B)P(AB)−P(B)P(A¬B)

P(B)P(¬B)

=
P(¬B)P(AB)−P(B)P(A)+P(B)P(AB)

P(B)P(¬B)

=
P(AB)−P(B)P(A)

P(B)P(¬B)

Then the sign of ∆− ∆̄ depends on the situation in relation to the independency. Since r and r’ have
the same confidence and the same consequent, they are both on the same side of independency.
Suppose r is on the left side of the independency (figure 2(b)), that is P(AB)− P(B)P(A) < 0,
then ∆− ∆̄ < 0, which means that by taking the rule r’ instead of the rule r, we add more false
negatives into the set of negative cases than true positives into the set of positive cases. On the
contrary, when studying the situation after the independency (figure 2(c)), the opposite (and more
acceptable) situation appears.

We now benefit of a rigorous formal framework for the study of interestingness measures. We
will use it in the following to establish a necessary condition and a sufficient condition for existence
of the GUEUC property.

5 Conditions for GUEUC

The framework we proposed in the previous section will help us to study the analytic properties of
the interestingness measures, and their behavior with respect to some given quantities. We will see
in the following that the variations of adapted functions of measure can be a very useful information.
We focus here on the descriptor system defined in equation 2, and consequently, we note D =
Ddcon f

.

5.1 A sufficient condition

We first study a sufficient condition of existence of the GUEUC property for a given interestingness
measure µ. We already discovered one, with the barycenter property of confidence.

Proposition 0.1 (Trivial sufficient condition for GUEUC). Let µ be an interestingness measure

for association rules and µ be an affine transformation of the confidence. Then µ does verify the

barycenter property (with the same weights as for confidence) and thus µ has the GUEUC property.

Six measures of table 2 are in this case (Confidence, Prevalence, Centered Confidence, Positive
Confidence, and the measure of Loevinger). In addition, we showed above that the measure of
Sebag-Shoenauer verifies this condition too. The problem of this condition is that it is not automat-
ically and systematically applicable, since it demands some possibly long calculations. We then
formulate an other sufficient condition:

Proposition 0.2 (Sufficient condition for GUEUC). Let µ be an interestingness measure for as-

sociation rules and (φµ,D) an adapted function of measure of µ. Let φµ verify the two following

properties:

(a) ∀(y,z) ∈ Q2 ∩ [0,1]2, the function c 7→ φµ(c,y,z), where c is such that (c,y,z) ∈ D , is a

monotone function (increasing or decreasing);

(b) ∀(c,z) ∈ Q2 ∩ [0,1]2, the function y 7→ φµ(c,y,z), where y is such that (c,y,z) ∈ D , is a

decreasing function (in the broad meaning of that term).
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Then µ has the GUEUC property.

Proof. Let first make a remark: If (c,y,z) ∈ D and if y′ is a positive relative number such that
y′ ≤ y then we have (c,y′,z) ∈ D . This guaranties that we will remain in the domain.
Then, let X = x → c be a rule and A an itemset not in X. Since the confidence has the GUEUC
property, and moreover has the barycenter property, there exist a↓ and a↑ in A such that

con f (X = x,A = a↓ → c) ≤ con f (X = x → c) ≤ con f (X = x,A = a↑ → c).

Suppose now that, for y = supp(X = x,A = a↑,c) (resp. y = supp(X = x,A = a↓,c)) the property
(a) is an increasing (resp. decreasing) property. We have the following inequalities, where a = a↑
(resp. a = a↓). The letter over the inequality signs designates the property used.

µ(X = x → c) = φµ(con f (X = x → c),supp(X = x),supp(c))
(b)

≤ φµ(con f (X = x → c),supp(X = x,A = a),supp(c))
(a)

≤ φµ(con f (X = x,A = a → c),supp(X = x,A = a),supp(c))
≤ µ(X = x,A = a → c)

Therefore the rule X = x → c has a more interesting A-specialization X = x,A = a → c. µ verifies
the GUEUC property. ⊓⊔

This condition allows us to add two measures that are only function of the confidence (Sebag-
Shoenauer and Ex-Counterex Rate) and five others measures (Conviction, Leverage, Informational
Gain, Bayesian Factor, Zhang). The leverage case is interesting since it is the only decreasing
function with y = pa. One can so substitute one of these measures for the confidence, or associate
some of those to confidence [6].

This condition does not hold for all the measures presented above. We will now see that, in fact,
most of the measures do not verify the GUEUC property.

5.2 A necessary condition

We will now give a necessary condition for the GUEUC property. First recall that if (c,y,z) is an
element of D then so is (c, y

2 ,z) (we made the remark above).

Proposition 0.3 (Necessary condition for GUEUC). If µ is an interestingness measure that veri-

fies the GUEUC property, and (D,φµ) its adapted function of measure, then for every (c,y,z) ∈ D ,

we have

φµ(c,y,z) ≤ φµ(c,
y

2
,z). (5)

Suppose there exist two values of c and z such that the function y 7→ φµ(c,y,z) from {y|(c,y,z)∈
D} into R is an increasing function. Then the inequality 5 never holds, and µ does not have the
GUEUC property. This applies in particular to all the measures whose variations with respect to
the second variable depends on the situation in relation to the independency. We now make a proof
of this property.

Proof. We will construct our proof on the figure 3. Consider in this figure that X, C and A are
categorical attributes whose values can be 0 or 1. For X and C, only the 1 value is represented.
Suppose that the proportions are the following:

supp(X = 1) = y, supp(C = 1) = z, supp(X = 1,C = 1) = cy
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It is here clear that, following the figure and the proportions, we have:

supp(X = 1,A = 1) =
y

2
, supp(X = 1,A = 0) =

y

2

con f (X = 1,A = 1 → C = 1) = c, con f (X = 1,A = 0 → C = 1) = c

z

y

cy

X

C

A ¬A

Fig. 3 Element of the proof of the necessary condition.

Then since µ verifies the GUEUC property, at least one of the A-specializations of X = 1 → C = 1
has an higher value with respect to µ. But both A-specializations are projected on the same point of
D , that is (c, y

2 ,z), which implies µ(X= 1,A= 1→ C= 1) = µ(X= 1,A= 0→ C= 1). Consequently,
we obtain the inequality 5 ⊓⊔

Therefore, we can exclude from the GUEUC property all the measures that increase with the
number of antecedents. This is the case for example of support, coverage and Jaccard. All the
measures whose variations with respect to y depend on the situation in relation to the independency
do not verify the property. They are not monotone around the independency. This is the case for
example of specificity, relative risk, Piatetsky-Shapiro.

We now summarize the obtained results.

5.3 Classification of the measures

In the last paragraph, we proved two conditions that let us classify a large panel of measures with
respect to the GUEUC property. The GUEUC property gives an efficient algorithmic property
which is a pruning strategy based on a top-down approach. Previously, this property had been
studied only for confidence. However, as support, confidence is not satisfying, and there are many
others measures available for a user. The choice of the measure will depend on his objectives [31],
thus, it is interesting to know if these measures do verify an algorithmic property such as GUEUC,
or not.

Table 3 gives an overview of the existence of GUEUC property for 32 measures found in the
literature. An important point to see is that, with the 13 measures that verify the GUEUC property,
one can characterize many situations, like the situation in relation to the independency with the
lift or the information gain, the situation related to the counterexamples with Sebag-Shoenauer, the
Bayesian factor, or the example-counterexample rate, and the size of the consequent with the preva-
lence... Verifying the same property, these measures can be inserted all together in an algorithm
based on the GUEUC property, and eventually combined with support. Without support, we can
find all rules verifying multiple threshold constraints over multiples measures, and particularly the
nuggets of knowledge.
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measure (c,y,z) ∈ D c y GUEUC measure (c,y,z) ∈ D c y GUEUC

SUPPORT cy ր ր NO KLOSGEN
√

cy(c− z) րց րց NO

CONFIDENCE c ր → Y ES ADDED VALUE max(c− z,( cy
z
− y)) ր րց NO

COVERAGE y → ր NO CONVICTION
1−z
1−c

ր → Y ES

PREVALENCE z → → Y ES ONE WAY SUPPORT c log c
z

րց → ?

RECALL
cy
z

ր ր NO J1-MEASURE cy log c
z

րց րց NO

SPECIFICITY 1− z−cy
1−y

ր րց NO PIATETSKY-SHAPIRO y(c− z) ր րց NO

RELATIVE SPECIFICITY y− z−cy
1−y

ր րց NO COSINE c
√

y
z

ր ր NO

PRECISION 2cy+1− y− z ր րց NO LOEVINGER 1− 1−c
1−z

ր → Y ES

LIFT
c
z

ր → Y ES INFORMATION GAIN log c
z

ր → Y ES

LEVERAGE c− yz ր ց Y ES SEBAG SHOENAUER
c

1−c
ր → Y ES

CENTERED CONFIDENCE c− z ր → Y ES CONTRAMIN
y(2−c)

z
ր ր NO

RELATIVE RISK
z−cy
1−y

ր րց NO BAYESIAN FACTOR
c

1−c
× 1−z

z
ր → Y ES

JACCARD
cy

y+z−cy
ր ր NO EX -COUNTEREX RATE 1− 1−c

c
ր → Y ES

POSITIVE CONFIDENCE
c−z
1−z

ր → Y ES ZHANG
(c−z)

max(c×(1−z),z×(1−c)) ր → Y ES

INTEREST |y(c− z)| րց ր NO IMPLICATION INDEX
√

n
√

y(c−z)√
(1−z)

ր րց NO

ODDS RATIO 1+ c−z
(1−c)(z−cy) ր րց NO KAPPA 2 c−z

1+ z
y −2z

ր րց NO

Table 3 Presence of the GUEUC property for the measures. The table recalls the variations of
measures with respect to c and y. The last column indicates if the GUEUC property is present
(YES) or not (NO).

Fig. 4 Nuggets of knowledge. The figure shows the cumulated distribution of supports for all the
confident rules (con f ≥ 0.8) of the classical Mushroom database. Most of the rules have a support
less than 1%: A too large support threshold would have miss those rules.
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Figure 4 shows that the nuggets phenomenon can be highlighted with the classical database
Mushroom. The algorithmic property of GUEUC, which allows a pruning strategy without a sup-
port threshold, let all these nuggets appear. The fact that many different situations can be char-
acterized with measures verifying the GUEUC property make this property very interesting. Our
framework gives also a systematic way to know if, for a given measure, the GUEUC property is
respected. The only constraint is that one can write the measure as a function of confidence, sup-
port of antecedents and support of consequents. Furthermore, for the moment, the measure of One
Way Support can not be categorized. It neither verifies the necessary condition, nor the sufficient
condition. Since we do not have a necessary and sufficient condition, it is not surprising to have
this kind of situation, whenever most of the measures are classified.

6 Conclusion

In this article, we focus on the Universal-Existential Upward Closure property of confidence. We
first review the original property, and show that it is an interesting one since it permits to focus
on interesting rules discovery without a first support pruning. In particular, it allows to focus on
nuggets.

However, we recall that confidence does not offer many good characteristics, and that a lot of
additional measures have been developed to by-pass this problem. Unfortunately many of them
are most of the time used in post-process phase (e.g. after the use of the support-confidence frame-
work).

We here extend the Universal-Existential Upward Closure property framework. We then estab-
lish a necessary condition and a sufficient condition of existence for our General UEUC property
that cover a large number of measures. We apply these conditions to 32 interestingness measures
and show that 13 of them do have the GUEUC property. As a consequence, they could be used in
the mining phase in an efficient way.

All these measures, that characterize many situations, will select different kinds of patterns.
Depending of his objectives, the user can prefer one or the other.

Our results give then an important and additional information about algorithmic properties of
the measures.
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Classification Techniques and Error Control in
Logic Mining

Giovanni Felici, Bruno Simeone, and Vincenzo Spinelli

Abstract In this paper we consider Box Clustering, a method for supervised classification that
partitions the feature space with particularly simple convex sets (boxes). Box Clustering produces
systems of logic rules obtained from data in numerical form. Such rules explicitely represent the
logic relations hidden in the data w.r.t. a target class. The algorithm adopted to solve the Box

Clustering problem is based on a simple and fast agglomerative method which can be affected by
the initial choice of the starting point and by the rules adopted for by the method. In this paper we
propose and motivate a randomized approach that generates a large number of candidate models
using different data samples, and then chooses the best candidate model according to two criteria:
model size, as expressed by the number of boxes of the model, and model precision, as expressed
by the error on the test split. We adopt a Pareto-optimal strategy for the choice of the solution,
under the hypothesis that such a choice would identify simple models with good predictive power.
This procedure has been applied to a wide range of well known data sets to evaluate to what extent
our results confirm this hypothesis; its performances are then compared with those of competing
methods.

1 Introduction

One of the main problems in the identification of a good interpretative and predictive model is the
trade-off between the precision that a model exhibits on training data and its ability to correctly pre-
dict data that are not in the training set. Such aspect is particularly important for those models that
are loosely constrained in their size and can thus be adapted to the training data in a myopic way
(e.g., Neural Networks, Support Vector Machines, decision trees, etc.). For this reason Data Min-
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ing techniques should be equipped with methods and tools to deal with the problem of overfitting,
or overtraining, particularly serious when (a) the data is affected by noise, (b) it is not possible to
define clearly an objective function for the model, or (c) the problem of finding an optimal solution
for such a function is computationally intractable.

The problem of overfitting control can be considered within a formal framework for those meth-
ods that are based on a treatable mathematical formulation of the learning problem: for example,
in Support Vector Machines (SVM) and Neural Networks a regularization parameter that weights
some measure of model complexity is often used to balance the objective function and contrast any
potential overfitting behavior, see [1, 2, 3].

Such methods, being based on mathematical optimization algorithms, appear to be well suited
to those learning problems where the main objective is the correct classification of training and
verification data, but where the extraction of usable knowledge from data plays a secondary role
w.r.t. to predictive power.

Nevertheless, in certain settings it is important to find good predictive models that are also able
to be understood and verified by users, and, last but not least, integrated with other knowledge
from different data sources and experience. The most popular method in this class are decision
trees, see [4], which build a classification model based on the iterative partition of the training data.
The leaves of this tree represent logic rules on the input variables and can be viewed as clauses of
a Disjunctive Normal Form (DNF) formula in propositional logic, see [22] for further details on
DNFs.

Other interesting methods in this class are those that are based on the formulation of combi-
natorial and integer optimization problems, whose solution can again be put in relation with DNF
formulas that classify the training data, such as the LAD methods (Logical Analysis of Data), see
[11, 15], the Lsquare method, see [5], and the OCAT method, see [8, 9]. Such methods assume that
the data is described directly by logic variables, and thus may require proper transformations of
numerical data into logic data, often referred to as discretization or binarization, see [10, 13]. This
means that the logic based method is applied to the transformed data. What eventually character-
izes logic mining is the nature of the classification model (expressed as a logic formula in the input
variables) rather than the nature of the input data, which can, in principle, always be transformed
into logic form.

Logic Mining methods are typically based on models and algorithms where it is difficult to
formalize the trade-off between precision and generalization capabilities, i.e., to control overfit-
ting. The introduction of a regularization term in the objective function is not straightforward and
moreover it may generate significant computational problems. In decision trees, for example, over-
fitting is controlled by pruning techniques that are applied to the tree according to a user-specified
confidence parameter; in LAD, several methods to control the format of the resulting formula are
combined with the use of an objective function that minimizes the dimension of the solution for-
mula; in Lsquare, a greedy approach that minimizes the cost of a conjunctive clause is one of the
techniques by which overfitting control is achieved.

The method under analysis in this paper – Box Clustering (BC) – can be considered a logic min-
ing method in the sense that the system of boxes that form the classification model can be mapped
into a DNF formula, but operates in a slightly different way, as the identification of threshold values
for numerical variables (the above mentioned binarization) is performed within the classification
algorithm itself, and thus it extends the logic approach without resorting to any transformation of
the original data, see [25].

BC presents two interesting properties for the control of the error and of the overtraining behav-
ior: a) its complexity can be easily put in relation with the number of boxes that compose the final
solution; b) alternative solutions of different complexity can be identified efficiently according to
different random choice of the parameters by which the solution algorithm is initialized. In addi-
tion, BC can deal directly with classification problem with more than two classes, see Example 0.2
in Sect. 3, and it manages the missing values inside the model itself, see data sets ictus, annealing,
and page in Table 1 in Subsect. 6.1.

It is therefore natural to try and combine these two features to derive a method to choose a
solution among those obtained by a randomized application of the BC algorithm, with the specific
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aim of controlling prediction error and finding the right balance between precision and overfitting
on the training data. In this sense the proposed approach evaluates the solution space w.r.t. to the
specific problem under analysis, and is able to capture the complexity of the latent model and
the amount of noise present in the data. The best candidate model is selected according to a bi-
criterion problem: model size, expressed by the number of boxes of the model, and prediction

accuracy, expressed by the error on the test split. We propose a choice criterion for the model
based on Pareto-optimality under the hypothesis that such a choice would identify simple models
with high accuracy.

The paper is organized as follows.
Section 2 defines the main terminology used in this paper. In Section 3, we show how the BC

approach can be used in supervised classification problems. In Section 4, we define a bi-criterion
procedure to select the best BC solution for our classification problem, based on the error dis-
tribution on the test set. Here we formulate an hypothesis on the link between the classification
performance on the test set and the validation one. From these considerations, we define, in Sec-
tion 5, an iterative procedure to choose the best BC solution for our classification problem. Finally,
in Section 6, we apply this procedure to obtain BC models for benchmark data sets used in machine
learning, and check the validity of our hypothesis.

2 Brief Introduction to Box Clustering

In Logic Mining it is assumed that a number of observations are given in the form of n-dimensional
vectors; with each of these vectors a binary outcome is associated; according to its values the
observations are usually termed either “positive” (or “true”), or “negative” (or “false”), see [15,
16, 17]. Here we assume that the components are not constrained in type (i.e., they can be binary,
ordinal, or numeric1) and are represented in Rn. We define a box as a multi-dimensional interval
defined by a pair of points (L,U):

I(L,U) =
n

∏
i=1

[li,ui] = {X ∈ Rn | li ≤ xi ≤ ui i = 1, . . . ,n}

where L and U are called the lower and upper bound of I. A box is called positive (or negative)
if it includes only positive (respectively, negative) observations. Positive and negative boxes will
also be called homogeneous boxes. For any finite set S of points, we define its box-closure [S] as
the intersection of all boxes containing S. Given two boxes A = [S] and B = [T ], we define their
join A∨B to be the box [S∪T ]. The BC model can be easily extended from 2-Class to N-Class
supervised classification, and, from now on, we consider the general case: N ≥ 2. A decision tree
can be seen as a set of logical formulas, defined by its leaves, and each logical formula can be
considered a special box, see Example 0.1.

Example 0.1. Let us consider a decision tree defined on 3 numerical variables: x = (x1,x2,x3). If a
leaf of the tree is defined by the logical formula

F(x) ≡ (x1 < 1.2)∧ (x2 > 0.0)∧ (x3 ≥ 0)∧ (x3 ≤ 1)

then we can consider the equivalent box

B =]−∞,1.2]×]3,+∞[×[0,1].

It is easy to check that: F(x) is true ⇔ x ∈ B.

1 We can further extend this approach to N-value variables and manage the presence of missing
values by including them inside the BC model itself.
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This example also shows that a decision tree can be always seen as a set of logical formulas in
DNF format.
When considering a set of observations, the BC problem amounts to finding a finite set of boxes as
a solution of a specific optimization problem, see [25]. Such problem may involve different types
of constraints, generally based on the geometrical properties of the boxes:

• coverage: every observation is included in at least a box, and every box includes at least one
observation.

• homogeneity: all the boxes are homogeneous, i.e. all the points inside a single box are from the
same class. This implies that we must have at least N boxes, where N is the number of classes,
if coverage and homogeneity do hold.

• spanning: every box is the box-closure of the set of observations inside it.
• overlapping: four types of overlapping conditions may be considered. If homogeneity does

not hold, then we have: (a) none, i.e. no overlapping configuration is allowed, and (b) strong

otherwise. If homogeneity does hold, then we can define: (c) mild, i.e. only homogeneous boxes
can overlap, and (d) weak otherwise.

• consistency: every box must contain at least an observation not included in another box, and
this implies that we must have at most n boxes, where n ≤ |S|.

• saturation: if we consider a subset C of the above mentioned constraints, we say that a set of
boxes B̂ is saturated if and only if it satisfies C and we cannot join any pair of boxes in B̂ without
violating any constraints in C.

It is worth noticing the link between spanning sets and set coverage of the parameter space. In the
literature we can find “the maximum patterns” approach to get a set coverage of the parameter
space by the minimum number of patterns, see [12]. In our approach, we find a saturated system of
boxes that is spanning and has the coverage property for the training set, and this means that every
training point is inside a box (coverage) and all the boxes have the minimum dimension to include
the training points inside them (spanning). But the two constraints do not necessarily imply that
the system of boxes covers all the points of the feature space.
If the constraints coverage and homogeneity hold then the BC approach is an exact method as it
performs an exact separation of training data, see Proposition 0.1 in Sect. 3. This fact motivates
the analysis of methods to select, among different BC models, those that appear less biased by
overfitting.
The identification of a set of boxes that satisfies a set of constraints is not an easy problem to
formulate and solve; a restricted version known as “the maximum box problem”, where one wants
to find the homogeneous box including the largest number of positive (or negative) points, has
been studied in [20]. For a fixed number of points, the (weighted) maximum box problem is in
class P , but it can be shown that the maximum box problem is in class N P C for any number of
points, by using a polynomial reduction of the maximum clique problem on the graph G = (V,E),
known to be N P -complete, to the maximum box problem. From the practical standpoint we use an
agglomerative approach based on greedy or random choice, and this is a well-known algorithmic
framework in BC, for the search of a saturated box system satisfying an input set of constraints,
see [23, 24, 25].
The simplest version of the algorithm is mainly based on two steps:

• starting box set: all the points in the training set form initial singleton boxes.
• main loop: in each step of the loop, we search for two boxes that can be joined in the current

box set. If these boxes do not exist then we exit the loop, otherwise, we make a new box by
joining the two boxes, and update the box set.

The maximum number of iterations for the search loop is no greater than the number of points in
the training set, and the last box set is saturated.



Classification Techniques and Error Control in Logic Mining 87

3 BC-based Classifier

A BC-based classifier is a function (shortly referred to as classification in the following), with three
input parameters: (a) a set of boxes BS, (b) the weight/distance function w(), and (c) the point p

to classify. This function first assigns the weight wi = w(Bi, p) to each Bi ∈ BS, then chooses the
index of the box having the best, i.e. the minimum, weight; generally, there is a subset B ⊆ BS such
that each box B ∈ B has the best value. There can be two exclusive conditions:

• the boxes in B belong to only one class: the function randomly chooses the index of one of
these boxes.

• the boxes in B belong to more than one class: the most elementary classification functions
return an undefined result; the most sophisticated ones try to find out a group of homogeneous
boxes in B having the best global weight. If this search has no result then the function returns
an undefined result.

The output of the function is the estimated class of the point p. The weight w(B, p) is a measure
of “the attraction intensity” of B with respect to p. If BS is a set coverage of the observation space,
then we can naturally define w() as the characteristic function shown (yes-no) in (1).

w(B, p) =

{
0 p ∈ B

1 otherwise
(1)

If BS is not a set coverage of the observation space, e.g. the spanning constraint holds, then we can
define w() as the Manhattan distance, see (2), naturally compatible with the geometry of boxes
defined in Sect. 2.

w(B, p) =

{
0 p ∈ B

d1(B, p) otherwise
(2)

It is worth noticing that d1(B, p) = minq∈B d1(q, p), and it can be proven that d1() depends only on
the size and position of B and p in Rn, as shown in Fig. 1: let us consider a generic box B and four
points, P1, P2, P3, and P4, placed in generic positions outside B. The dashed lines are the broken
paths whose lengths give us the values d1(B,Pi), i = 1,2,3,4.

Consider the usual split of the available data into a the training set and the test set, and the
complete data set S = Tr∪Ts. We also assume that the target variables divide S into n classes.

With regard to Tr, we define w() in a slightly different way:

d1(B,Tr, p) = meanq∈Tr∩Bd1(q, p).

This new version of d1 can be defined as a gravitational model, for w() depending on the mutual
position between the point p and all the points of Tr which are inside B. These three classes for the
weight function have a similar behavior for every box: they take on positive values and get their
minimum value inside each box.

We then apply the classification function to every point in Ts and define the confusion ma-
trix Mc = Mc(Ts) = {mi j} where mi j is defined as the number of points having the i-th class
in Ts and classified in the j-th class by the BC classifier 2. Mc is uniquely defined by the pair
(classi f ication(),Ts), and thus it depends on (BS,w(),Tr). It comes from the definition that
Ok(Mc) = ∑i=1,n mii is the number of the correctly classified observations of Ts, and, for this
reason, we can define the error function Err(Mc) = ∑i 6= j mi j .

Example 0.2. Let us consider a simple BS consisting of 7 boxes in [0,1]2; in BS there are 2 green

class boxes, 3 red class boxes, and 2 yellow class boxes. There are 3 pairs of overlapping boxes:

2 From the definition of Mc we can always consider i, j = 1, . . . ,n + 1: when i, j = n + 1 we can
manage some extreme cases: mn+1, j is the number of the points having a class in Ts not defined in
Tr, and mi,n+1 is the number of the points that cannot be assigned to any class by the BC classifier.
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B

P1

P2

P4

P3

Fig. 1 The nearby weight function

Fig. 2 BC Classifier by characteristic function

red-red, yellow-red, and yellow-green pairs. If we consider the gray color for the indefinite cases,
we can classify a uniform point grid in [0,1]2 by using the different weight functions, i.e. (1) and
(2). In Figure 2, we can see the result we get for the function yes-no: every point outside the boxes
is gray, and the same happens within the overlapping regions. In Figure 3 we have the result for the
function nearby: the gray regions are very narrow outside the boxes, and they can be more easily
seen in Fig. 4. The edges are straight lines for the function yes-no in this 2-dimensional problem
(hyperplanes in Rn), but this is not true for the function nearby. Moreover, it is worth considering
the number of gray points we have in the two methods. In Figures 2 and 4 we can see the different
presence rate of the gray points in the sample grid. The function yes-no has many gray points, and
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Fig. 3 BC Classifier by Manhattan function

Fig. 4 BC Class Edges for Manhattan Classifier

this is coherent with the fact that BS is not a set coverage of [0,1]2. The nearby function returns
a very small number of gray points and this is an important parameter in order to evaluate the
classification power of this BC classifier.

From the definitions of the constraints {coverage, homogeneous} and Err(Mc), we can check that
the following proposition holds.

Proposition 0.1. If the box set BS satisfies, at least, the constraints {coverage, homogeneous} on

the point set Tr, then Err(Mc(Tr)) = 0 holds for every BC classification technique, i.e. yes-no,

nearby, and gravitational.



90 Giovanni Felici, Bruno Simeone, and Vincenzo Spinelli

Proof. Let us consider p ∈ Tr. If BS has the coverage property then there exists B ∈ BS such that
p ∈ B; but BS is homogeneous, and this means that p and B are in the same class. If there is another
B′ ∈ BS such that p ∈ B′ then B and B′ must be in the same class. Since every BC classifier must
correctly classify p, we can conclude that Err(Mc(Tr)) = 0. ⊓⊔

Proposition 0.2. If S = Tr∪Ts and BS has the coverage property and it is homogeneous for Tr,
then Err(Mc(S)) = Err(Mc(Ts)).

Proof. For every BC classifier, we can check that

Err(Mc(S)) = Err(Mc(Tr))+Err(Mc(Ts)).

From the Proposition 0.1, we know that Err(Mc(Tr)) = 0, and this ends the proof. ⊓⊔

The above considerations lead to conclude that every BC-classifier, based on BS with few elemen-
tary properties, is exposed to the risk of over-training, a well known situation where the learned
model is adapted to noise or non-informative training data with excessive precision resulting in
complex models and poor recognition performances on test data.

4 Best Choice of a Box System

Let us consider a BC approach for the supervised classification problem on S, and let B̂S =
{BSi}i=1,n be a set of feasible solutions. Solutions in B̂S are created by the agglomerative algo-
rithm with (a) different starting parameter values, (b) cross-validation or (c) repeated percentage
split on S.

We tackle the problem of choosing the best solution in B̂S according to two alternative objective
functions:

{
min |BS|
s.t. BS ∈ B̂S

(3)

{
min Err(Mc)
s.t. BS ∈ B̂S

(4)

Problem 3 puts the focus on the simplest BC model we can consider for S; on the contrary, Problem
4 puts the focus on the reliability of the BC model in classification; the extent of trade-off between
these two objectives is strongly depending on the data under analysis.

While the evaluation of the complexity of the model is directly measured by the objective
function of Problem 3, the use of simple test accuracy for the evaluation of predictive power (see
Problem 4) is not a straightforward choice. The literature proposes alternative and possibly more
meaningful methods to evaluate the performance of a classifier, such as, among others, the area
under the ROC (Receiver Operating Characteristic) curve, or simply AUC, widely used to measure
model performance in binary classification problems, see [26]. Huang and Ling, see [27], also show
theoretically and empirically that AUC is a better measure for model evaluation than accuracy,
as reflected in Problem 4. Nevertheless, the literature does not converge on a widely accepted
performance method similar to ROC analysis for an N-class classifier (N > 2), and for this reason
we make the choice to use accuracy as a performance evaluator. BC is by definition a N-class
classifier, and many of the experimental tests presented later are based on datasets with N > 2
classes.

Propositions 0.1 and 0.2, in Sect. 3, suggest us not to solve just one problem to get a robust and
reliable BC solution. For this reason we consider a bi-criterion problem:

f (BS,Ts) =

(
|BS|

Err(Mc)

)
(5)
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{
min f (BS,Ts)
s.t. BS ∈ B̂S

(6)

Err(Mc)

Number of boxes

Optimal Region

Shadow Region

Over-fitting Region

Under-fitting Region

Fig. 5 The BCG-like matrix in Logic Mining

Optimization with multiple objective functions aims at a simultaneous improvement of the objec-
tives. The goals in Problem 6 may easily conflict so that an optimal solution in the conventional
sense does not exist. Instead we aim at e.g. Pareto optimality, i.e., we find the Pareto set in the
plane πNE as shown in Fig. 5, from which we can choose a promising BC solution.
In the plane πNE we can place each BSi according to its number of boxes and number of errors. We
can classify the four quadrants of this plane as following:

• Shadow region: the worst BS ’s are in the upper right quadrant. They have many boxes and high
error rate.

• Over-fitting Region: the BS ’s in the lower right quadrant have many boxes but low error rate;
model complexity dominates model generalization.

• Under-fitting Region: the BS ’s in the upper left quadrant have few boxes but high error rate;
model generalization dominates model complexity.

• Optimal Region or Opt(πNE): the BS ’s in the lower left quadrant have few boxes and low error
rate; for this reason they are the natural candidates to be considered as the best in our BS group.
In general, we want to choose our best solution among the non dominated solutions in these
region.

We consider the point (N̄, Ē) as the origin of the axes, where N̄ and Ē are the mean value of the
number of boxes and the mean value of the error rate over all samples, respectively. Let us consider
P∗, the lower left corner of πNE , and the value d∗ = mini=1,n d(Pi,P

∗). Furthermore, let us consider

the set P̂ = {Pi|d∗ = d(Pi,P
∗)}:

• |P̂| = 1: this means that there is only one Pi ∈ P̂; this point is the best BS we can choose in B̂S.

• |P̂| > 1: we have more than one BS at minimum distance, and we choose the unique BS having
the minimum error rate (model complexity is preferred to model generalization).
In Figure 6 we have an example of this method: {P1,P2,P3,P4} is the Pareto set of B̂S =
{P1,P2,P3,P4, . . . ,Pi,Pj, . . .}, and P2,P3 are the BS s with the minimum distance to P∗. We
prefer P2 to P3, because it has a lower error rate. Finally, P4 is the solution for Problem 3, while
P1 is the solution for Problem 4.
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P∗ P1

P2

P3

P4

Pi

Pj

Fig. 6 Choice in Pareto set

function Pareto choice(N,E,n)
{

1 P∗ = (mini Ni,mini Ei);
2 d∗ = +∞;
3 f or(i = 1; i ≤ n; i++){
4 Pi = (Ni,Ei);
5 di = d(P∗,Pi);
6 }
7 d∗ = mini di;
8 E∗ = +∞;
9 i∗ = +∞;

10 f or(i = 1; i ≤ n; i++){
11 i f (di = d∗){
12 i f (Ei < E∗){
13 E∗ = Ei;
14 i∗ = i;
15 }
16 }
17 }
18 return(i∗);

}

Fig. 7 Pareto Choice scheme for BC
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In Figure 7, we have the full scheme of this bi-criterion approach for B̂S.
The solution BSi∗ is not generally the optimal solution to Problems 3 and 4. The point P̂ = (Ni∗ ,Ei∗)
cannot be in the Shadow Region by definition. If we consider the equivalent definitions for the 2-
dimensional plane based on the validation set (i.e. πNE ′ , Opt(πNE ′ ), and P̂′), we can now informally
formulate our hypothesis:

Hypothesis 1 For n large P̂ ∈ Opt(πNE) ⇒ P̂′ ∈ Opt(πNE ′).

The hypothesis may also be proved under some probabilistic conditions on the distribution of the
data, but we are more interested in its practical verification: probabilistic information is normally
not available for real data and therefore its practical relevance is difficult to assess. On the other
hand, it is of interest to check if the hypothesis is verified for reasonable values of n in real data
sets with different sizes and nature.

5 Bi-Criterion Procedure for BC-based Classifier

The considerations of Sect. 4 can be used to design an algorithm for BC to control the validation
set error. This algorithm is based on five basic functions: (a) data-split, (b) local-search, (c) Pareto-

choice, (d) normalization, and (e) BC-Classifier.
The data-split function returns a percentage split of the input data set S. It uses a percentage of the
total records as training data and the remaining percentage as test data. If 80% is shown as the split,
then 80% of the data set is being used for training, while the remaining 20% is used for testing.
The local-search function is the implementation of the well-known agglomerative algorithm for
BC, see [20, 24, 25], as described at the end of Sect. 2, based on a random choice engine. The
Pareto-choice function has been fully explained in Sect. 4. The input vectors, i.e. N and E, widely
vary in size as a result of the units selected for representation: Ni ≤ |S| but Ei ≤ 1. To avoid a
higher influence of N respect to E, when we consider the distance between two points, we need to
normalize these vectors.
The BC-Classifier function is the general form of the function explained in paragraph 3; in this
version, it returns the number of errors for the test set. In Figure 8 we have the full description of
the algorithm.

function error-control(S,P)
{

1 f or(i = 1; i ≤ k; i++){
2 (Tr,Ts) = data-split(S,P);
3 BSi = local-search(Tr, P);
4 Ni = |BSi|;
5 Ei = BC-Classifier(BSi,Tr,Ts,P);
6 }
7 E ′ = normalization(E,k);
8 N′ = normalization(N,k);
9 i∗ = Pareto-choice(N
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The algorithm is based on a repeated percentage split strategy and a multi-criterion choice of one BS

out of the k available. We summarize in the input parameter P the structure of specific parameters
that we have used in the experiments. In particular, we have used four parameters for each run of
the procedure: (a) k = 100, (b) 80% percentage split, (c) BC random engine, and (d) overlapping =
none. Several other low-level parameters needed in the different steps and not relevant to the scope
of the experiments have been here omitted for brevity.

6 Examples

In this section we present some experimental results obtained with the proposed method. After a
brief description of the data sets under consideration, we present the BC results and, in Subsect.
6.3, a synthetic comparison with decision trees applied to the same problems.

6.1 The Data Sets

In order to empirically evaluate the efficiency of the procedure described in Sect. 5 and its effec-
tiveness in data analysis, we have applied it to seven frequently-used data sets, taken from the
repository of the University of California, Irvine (UCI) (see [28]): Thyroid Domain (thyroid), Iso-
lated Letter Speech Recognition (isolet), Blocks Classification (page), Multi-Spectral Scanner Im-
age (satimage), Annealing Data (annealing), and Image Segmentation Data (segment). One further
data set, ictus, is an unpublished medical archive related to the ictus disease.

Table 1 Summary for input data sets.

Data set Training Validation % Features Classes Missing

ictus 698 0 37 2 y

500 198 28.4%

annealing 798 0 18 6 y

690 100 12.6%

page 5406 0 10 5 n

4000 1308 24.6%

segment 210 2100 90.9% 19 7 n

thyroid 3772 3428 47.6% 21 3 n

satimage 4435 2000 31.1% 36 6 n

isolet 6238 1559 20.0% 617 26 n

These data sets have different values for size, number of features, and number of classes to classify.
The main parameters of these six data sets are listed in Table 1: Columns 2-3 of the table report
the number of records in training and validation sets that we have considered in each data set. For
the data sets ictus, annealing, and page we do not have an explicit validation set, i.e. 0 in Column
3, and we have randomly split the training set in two parts as shown in the second row of the table
for these data sets. Column 4 contains the percentage rate of the validation set. Similarly, Column
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5-6 of the table correspond to the number of features and classes in each data set. The last column
indicates the presence or the absence of missing values.

6.2 Experiment results with BC

For every dataset, we now consider the results in the plane πNE , as defined in Sect. 4, and display
them in Fig.s 9-12. The point P∗ is represented as a black circle in each figure.

25 42

0.4

3.0

(a)
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98 125

1.9

6.9

(a) 400 463

11.4

17.7

(b)

Fig. 11 Results for (a) page and (b) satimage

10 17

0.0

38.1

Fig. 12 Results for segment

Table 2 give us a summary of the minimal, maximal, and average values for the parameters N ,
E, and E ′. Columns 2-4 are related to N, i.e. the number of boxes, while Columns 5-7 are related
to E, i.e. the test errors. Columns 8-10 provide the same information on the validation errors. The
distributions for N and E are evaluated inside the function error-control for k = 100, where we
build 100 training and test sets (repeated percentage split). Even if there is one validation set for
each data set and generally we do not know the distribution of E ′, we have modified the behavior
of the function error-control to evaluate it, but only for a better comprehension of our approach.
This means that we have also applied all the box sets to the validation set.

Table 2 must be compared to Table 3, where we show the performances of P∗ when applied
to the validation set and the difference with the test error for the same point. Columns 2 and 3
give us the coordinates of the points P∗ in πNE , Columns 2 and 4 those of the points P′∗ in πNE ′ .
Column 5 shows an interesting measure of the performance of our choice algorithm: it gives us the
percentile of the validation error rate of P′∗ with respect to all the n points we could consider in
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our tests3. We can check that for two data sets, i.e. thyroid and annealing, P′∗ is really a very good
choice. For other two data sets, i.e. page and satimage, it has better performances than 70.0% of all
points, while, for the other three data sets, i.e. ictus, isolet and segment, it is better than 60.0% of
all points. Finally, we must emphasize that even if Hypothesis 1 in Sect. 4 is always satisfied in our
tests (Column 6 in Table 3), there is one case, i.e. ictus, where P′∗ is on the border of Opt(πNE ′).

Table 2 Results in πNE and πNE ′ .

Efficacy (#) Efficiency (%)

Number of Boxes Err(Test Set) Err(Validation Set)

Data set Min Max µ Min Max µ Min Max µ

thyroid 25 42 32.7 0.40 3.05 1.28 1.25 2.39 1.84
annealing 101 116 109.7 0.63 9.49 3.70 1.00 4.00 2.12

ictus 32 42 37.7 0.00 9.18 3.39 2.40 5.29 3.85
isolet 51 63 56.2 17.31 28.93 21.65 19.44 29.06 22.52
page 98 125 111.1 1.88 6.88 3.85 2.75 4.71 3.64

satimage 400 463 434.8 11.39 17.40 14.85 14.20 16.70 15.38
segment 10 17 13.2 0.00 38.10 17.48 9.95 15.71 12.56

Table 3 Best Choices in πNE and πNE ′ .

Data set N∗ E∗ Err(V ) Percentile(Err(V )) P̂′ ∈ Opt(πNE ′)

thyroid 29 0.53 1.34 P3 y

annealing 106 1.27 1.00 P1 y

ictus 35 1.02 3.85 P35 y

isolet 52 19.55 22.13 P38 y

page 101 3.00 3.33 P16 y

satimage 426 13.42 15.05 P27 y

segment 12 9.52 12.10 P35 y

6.3 Comparison with Decision Trees

A decision tree can always be seen as a set of boxes, see Example 0.1 in Sect. 2. For this reason,
we have decided to use the performances of standard decision trees (a definitely well established
method in the literature) as the benchmark for the BC results we present in Subsect. 6.2. We use
the Weka tool, see [29], to analyze the data sets by the decision trees, and the results are in Ta-
ble 4. These results have been obtained by using the method weka.classifiers.trees.J48, based on
C4.5 approach, see [30]. We have used the default configuration in Weka, but have controlled the
confidence parameter for building the classification models. In Table 4, the best results for 10-

cross validation (Columns 3-4), 20-cross validation (Columns 5-6), and percentage split (80%)

3 In this context, the known distribution of E ′ allows us to evaluate some statistical parameters we
use in these tables, i.e. mean, min, max, and percentile.
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(Columns 7-8). The results for the data set isolet are not available because its size does not allow a
complete set of trials by the Weka system.

Table 4 Decision Tree Results.

k = 10 k = 20 Percentage
Data Set Confidence Leaves Error(%) Leaves Error(%) Leaves Error(%)

thyroid 0,20 16 0,4 16 0,3 16 0,6
annealing 0,20 49 6,3 49 7,4 49 7,3

ictus 0,30 12 12,0 12 11,0 12 11,2
isolet −− −− −− −− −− −− −−
page 0,10 29 2,7 29 2,7 29 2,9

satimage 0,05 121 12,9 121 12,9 121 13,2
segment 0,20 39 3,1 39 3,1 39 2,8

The comparison of Tables 3 and 4 helps us in assessing that the proposed BC approach provides
good results with respect to decision trees - its more natural competitor. Its performance is better
for the majority of the experiments, while the differences in solution sizes are not significant. In
particular, we can highlight that:

• The BC models are slightly more complex than the decision trees when we consider annealing

and ictus, but they are more efficient, i.e. the difference of errors for the two approaches is
greater than 5.0%.

• The BC models are more complex than the decision trees when we consider thyroid and page,
but the efficiency is very similar, i.e. the difference of errors for the two approaches is less than
1.0%.

• The decision trees are better than BC models when applied to satimage.
• The BC models are simpler than the decision trees when we consider segment, but less efficient.

7 Conclusions

In this paper we consider Box Clustering, a method designed to classify data described by vari-
ables in qualitative and numeric forms by a set of boxes that are equivalent to logic formulas on
qualitative or discretized numerical variables. We adopt a standard agglomerative approach based
on random choice to solve the BC problem, and propose a method for the choice of the most
interesting solution among those obtained by a sufficiently large number of different runs. Such
method is based on the property of Pareto-optimality in the plane defined by the model complexity
and the model training error (πNE ). Despite the evidence that the error obtained on test data is a
good predictor for the error that the model will obtain on new data, we also claim that a particular
non-dominated solution in πNE is still non-dominated in πNE ′ . Such method of choice takes into
account the complexity of the model and can play an important role in preventing the overtraining
behavior of the model. We try to verify our hypothesis in several heterogeneous data sets from the
literature, and verify how it is experimentally confirmed for all of them. Moreover, the comparison
of BC with a widely used decision tree technique w.r.t. to model size and test set accuracy provides
positive evidence for the validation of the proposed method.
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An Extended Study of the Discriminant Random
Forest

Tracy D. Lemmond, Barry Y. Chen, Andrew O. Hatch, and William G. Hanley

Abstract Classification technologies have become increasingly vital to information analysis sys-
tems that rely upon collected data to make predictions or informed decisions. Many approaches
have been developed, but one of the most successful in recent times is the Random Forest. The
Discriminant Random Forest is a novel extension of the Random Forest classification methodol-
ogy that leverages Linear Discriminant Analysis to perform multivariate node splitting during tree
construction. An extended study of the Discriminant Random Forest is presented which shows
that its individual classifiers are stronger and more diverse than their Random Forest counterparts,
yielding statistically significant reductions in classification error of up to 79.5%. Moreover, em-
pirical tests suggest that this approach is computationally less costly with respect to both memory
and efficiency. Further enhancements of the methodology are investigated that exhibit significant
performance improvements and greater stability at low false alarm rates.

1 Introduction

One of the greatest emerging assets of the modern technological community is information, as the
computer age has enhanced our ability to collect, organize, and analyze large quantities of data.
Many practical applications rely upon systems that are designed to assimilate this information,
enabling complex analysis and inference. In particular, classification technologies have become in-
creasingly vital to systems that learn patterns of behavior from collected data to support prediction
and informed decision-making. Applications that benefit greatly from these methodologies span
a broad range of fields, including medical diagnostics, network analysis (e.g., social, communi-
cation, transportation, and computer networks), image analysis, natural language processing (e.g.,
document classification), speech recognition, and numerous others.

Many effective approaches to classification have been developed, but one of the most successful
in recent times is the Random Forest. The Random Forest (RF) is a nonparametric ensemble classi-
fication methodology whose class predictions are based upon the aggregation of multiple decision
tree classifiers. In this paper, we present an in-depth study of the Discriminant Random Forest
(DRF) [14], a novel classifier that extends the conventional RF via a multivariate node splitting
technique based upon a linear discriminant function.
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Application of the DRF to various two-class signal detection tasks has demonstrated that this
approach achieves reductions in classification error of up to 79.5% relative to the RF. Empirical
tests suggest that this performance improvement can be largely attributed to the enhanced strength
and diversity of its base tree classifiers, which, as demonstrated in [3], lead to lower bounds on
the generalization error of ensemble classifiers. Moreover, experiments suggest that the DRF is
computationally less costly with respect to both memory and efficiency.

This paper is organized as follows: Sect. 2 summarizes the motivation and theory behind the
Random Forest methodology. We present the Discriminant Random Forest approach in detail in
Sect. 3, and contrast the performance of the RF and DRF methods for two signal detection appli-
cations in Sect. 4. This study incorporates an assessment of statistical significance of the observed
differences in algorithm performance. Finally, our conclusions are summarized in Sect. 5.

2 Random Forests

The random decision forest concept was first proposed by Tin Kam Ho of Bell Labs in 1995 [12,
13]. This method was later extended and formalized by Leo Breiman, who coined the more general
term Random Forest to describe the approach [3].

In [3], Breiman demonstrated that RFs are not only highly effective classifiers, but they readily
address numerous issues that frequently complicate and impact the effectiveness of other classifica-
tion methodologies leveraged across diverse application domains. In particular, the RF requires no
simplifying assumptions regarding distributional models of the data and error processes. Moreover,
it easily accommodates different types of data and is highly robust to overtraining with respect to
forest size. As the number of trees in the RF increases, the generalization error, PE∗, has been
shown in [3] to converge and is bounded as follows,

PE∗ ≤ ρ̄(1− s2)

s2
(1)

s = 1−2PE∗
tree (2)

where ρ̄ denotes the mean correlation of tree predictions, s represents the strength of the trees, and
PE∗

tree is the expected generalization error for an individual tree classifier. From Eq. 1, it is im-
mediately apparent that the bound on generalization error decreases as the trees become stronger
and less correlated. To reduce the mean correlation, ρ̄, among trees, Breiman proposed a bagging
approach [1, 2], in which each tree is trained on a bootstrapped sample of the original training
data, typically referred to as its bagged training set [5, 9]. Though each bagged training set con-
tains the same number of samples as the original training data, its samples are randomly selected
with replacement and are representative of approximately 2/3 of the original data. The remaining
samples are generally referred to as the out-of-bag (OOB) data and are frequently used to evaluate
classification performance.

At each node in a classification tree, m features are randomly selected from the available feature
set, and the single feature producing the “best” split (according to some predetermined criterion,
e.g., Gini impurity) is used to partition the training data. As claimed in [3], small values of m,
relative to the total number of features, are often sufficient for the forest to approach its optimal
performance. In fact, large values of m, though they may increase the strength of the individual
trees, induce higher correlation among them, potentially reducing the overall effectiveness of the
forest. The quantity m is generally referred to as the split dimension.

Each tree is grown without pruning until the data at its leaf nodes are homogeneous, or until
some other predefined stopping criterion is satisfied. Class predictions are then performed by prop-
agating a test sample through each tree and assigning a class label, or vote, based upon the leaf
node that receives the sample. Typically, the sample is assigned to the class receiving the majority
vote. Note, however, that the resulting votes can be viewed as approximately i.i.d. random variables,
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and thus, the Laws of Large Numbers imply that their empirical frequency will approach their true
frequency as the number of trees increases. Moreover, the empirical distribution function from
which they are drawn will converge to the true underlying distribution function [15]. Ultimately,
we can treat the resulting vote frequencies as class-specific probabilities and threshold upon this
distribution to make a classification decision.

3 Discriminant Random Forests

Since its inception, the Random Forest has inspired the development of classifiers that exploit
the flexibility and effectiveness of the ensemble paradigm to enhance performance. Recent work
by Prinzie and Van den Poel [19], for example, utilizes logistic regression as the base learner
for the ensemble and demonstrates a significant increase in model accuracy relative to the single
classifier variant. Like [19], the Discriminant Random Forest leverages a linear model to strengthen
its classification performance. In contrast, however, this model is combined with the tree-based
classifiers of the RF to produce an ensemble classifier sharing the same theoretical foundation
that affords the RF its remarkable effectiveness. The key distinction between the RF and the DRF
lies in the prescribed method for splitting tree nodes, for which the DRF leverages the parametric
multivariate discrimination technique called Linear Discriminant Analysis. The following sections
describe the Discriminant Random Forest methodology in greater detail.

3.1 Linear Discriminant Analysis

Linear Discriminant Analysis (LDA), pioneered by R.A. Fisher in 1936, is a discrimination tech-
nique that utilizes dimensionality reduction to classify items into distinct groups [8, 11, 17]. The
LDA is an intuitively appealing methodology that makes class assignments by determining the
linear transformation of the data in feature space that maximizes the ratio of their between-class
variance to their within-class variance, achieving the greatest class separation, as illustrated in
Fig. 1. The result is a linear decision boundary, identical to that determined by maximum likeli-
hood discrimination, which is optimal (in a Bayesian sense) when the underlying assumptions of
multivariate normality and equal covariance matrices are satisfied [16]. It can be shown that, in
the two-class case, the maximum class separation occurs when the vector of coefficients, w, and
intercept, b, used to define the linear transformation are as follows

w = Σ−1(µ1 −µ0), (3)

b = −0.5(µ1 +µ0)
T Σ−1(µ1 −µ0)+ log

π1

π0
, (4)

where Σ is the common covariance matrix, µk is the mean vector for class k and πk is the prior prob-
ability of the kth class. Typically, when data are limited, we estimate Σ with the pooled covariance
estimate, SW , given by

SW =
N

∑
k=1

Sk, (5)

Sk =
Nk

∑
i=1

(xki − x̄k)(xki − x̄k)
T . (6)
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Fig. 1 LDA transformation and the optimal linear decision boundary.

Fig. 2 Single feature splitting (left); LDA splitting (right).

In the above equations, xki and x̄k denote the ith training sample of class k and the corresponding
class sample mean, respectively.

3.2 The Discriminant Random Forest Methodology

Numerous variations of the Random Forest methodology have been proposed and documented in
the literature, most of which address node-splitting techniques [4, 6]. Many of these are based upon
an assessment of node impurity (i.e., heterogeneity) and include entropy-based methods, minimiza-
tion of the Gini impurity index, or minimization of misclassification errors. Additional forest-based
methods that focus upon alternative aspects of the algorithm include supplementing small feature
spaces with linear combinations of available features [3], variations on early stopping criteria, se-
lecting the split at random from the n best splits [6], and PCA transformation of random feature
subsets [20].

Our Discriminant Random Forest is a novel approach to the construction of a classification
tree ensemble in which LDA is employed to split the feature data. Bagging and random feature
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Fig. 3 Posterior probability (blue/gold represent the positive/negative classes) for the RF and DRF;
the training set is overlaid, where white/maroon represent the positive/negative samples.

selection are preserved in this approach, but unlike other forest algorithms, we apply LDA to the
data at each node to determine an “optimal” linear decision boundary. By doing so, we allow
decision hyperplanes of any orientation in multidimensional feature space to separate the data, in
contrast to the conventional random forest algorithm, whose boundaries are limited to hyperplanes
orthogonal to the axis corresponding to the feature yielding the best split. We have illustrated this
effect in Fig. 2, which depicts decision lines in two-dimensional space for the RF (left) and the
DRF (right).

These two approaches to node splitting give rise to highly distinctive decision regions. Fig. 3
shows an example of a two-dimensional decision region created by each forest, in which bright
blue and bright gold areas represent regions of high posterior probability for the positive and nega-
tive classes, respectively. Darker areas indicate regions of greater uncertainty. The decision region
produced by the DRF is notably more complex, and its boundaries are fluid and highly intricate,
fitting more closely to the training data.

Pseudocode for training a DRF on a data set of size N is provided in Fig. 4. As previously
discussed, the growth of the forest proceeds in a manner similar to the conventional Random Forest,
with the notable exception of the decision boundary computation, which proceeds as described in
Sect. 3.1. Note that the termination criterion for the leaf nodes in the given algorithm relies upon
homogeneity of the node data. An alternative to this approach will be presented and discussed in
Sect. 4.4.

4 DRF and RF: An Empirical Study

In the following suite of experiments, we compare the classification performance of the RF (utiliz-
ing the misclassification minimization node-splitting criterion) and DRF for two signal detection
applications: (1) detecting hidden signals of varying strength in the presence of background noise,
and (2) detecting sources of radiation. Both tasks represent two-class problems, and like many
other real-world applications, the costs for distinct types of error are inherently unequal. Thus, we
evaluate the performance of the RF and DRF methodologies in terms of false positives, also known
as false alarms or type I errors, and false negatives, also known as misses or type II errors. The
false alarm rate (FAR), false negative rate (FNR), and true positive rate (TPR or detection rate) are
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Train_DRF (Data, m, NumTrees): 

for (i = 0; i < NumTrees; i++) 

Di = bootstrap sample of size N from Data 

Train_DRF_Tree (Di,m) 

end for 

end Train_DRF 

Train_DRF_Tree(D,m): 

level = 0 

create root node at level with data D  

while not (all nodes at level are terminal) 

for (non-terminal node j at level)  

Fj = sample m features w/o replacement 

Dj’ = project Dj onto Fj  

compute wj and bj using Dj’; store in j 

DL,DR = split Dj such that 

DL = xj if wj
Txj’+bj>0,∀ xj∈Dj, xj’∈Dj’ 

DR = xj otherwise 

create left_child at level+1 with DL  

if (DL is homogeneous) 

assign class(DL) to left_child 

end if 

create right_child at level+1 with DR  

if (DR is homogeneous) 

assign class(DR) to right_child 

end if 

end for 

end while 

increment level 

end Train_DRF_Tree 

Fig. 4 Pseudocode for the Discriminant Random Forest algorithm.

defined as follows:

FAR =
# negative samples misclassified

# negative samples

FNR =
# positive samples misclassified

# positive samples

T PR = 1−FNR (7)

4.1 Hidden Signal Detection

The goal in the Hidden Signal Detection application is to detect the presence of an embedded
signal. In this application, it is assumed that each detection event requires a considerable amount of
costly analysis, making false alarms highly undesirable. Hence, we have computed the Area Under

the Receiver Operating Characteristic (ROC) Curve, or AUC, integrated over the FAR interval [0,
0.001] and scaled so that a value of 100% represents a perfect detection rate over this low FAR

interval. The resulting quantity provides us with a single value that can be used to compare the
prediction performance of the classifiers.

The data for these experiments are composed of two separate sets. The training data set, T1,
consists of 7931 negative class samples (i.e., no embedded signal) along with two sets of positive
class samples having 40% and 100% embedded signal strength (7598 and 7869 samples, respec-
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tively). The J2 data set contains 9978 negative class samples and five positive classes having signal
strengths of 20%, 40%, 60%, 80% and 100% (7760, 9143, 9327, 9387 and 9425 samples, respec-
tively). The training and testing data sets for each of the following experiments consist of the
negative class combined with one of the available positive classes, as indicated in each case. All
data samples consist of eight features useful for detecting the presence of embedded signals. We
have applied both the RF and DRF forest methodologies at each split dimension (m ∈ {1,2, ...,8})
in an effort to assess the impact of this parameter on their performance.

4.1.1 Training on T1, Testing on J2

Fig. 5 shows the plots of the AUC generated by training the forests on T1 and testing on J2 at signal
strengths of 40% and 100%. Each RF or DRF was composed of 500 trees, a sufficient forest size
to ensure convergence in AUC. In 14 of the 16 possible combinations of signal strength and split
dimension, the DRF performance clearly exceeded that of the RF over the FAR region of interest. In
the remaining two cases, the difference in the detection rate was negligible. Moreover, these results
suggest that the DRF is more successful than the RF algorithm in detecting weaker signals and
better utilizes more input features. As the split dimension increases, we would expect the trees to
become more correlated for both methodologies, resulting in poorer prediction performance. Fig. 5
suggests this trend, but the effect appears to be noticeably less severe for the DRF. The tradeoff
between tree strength and correlation with respect to m is discussed in greater detail in Sect. 4.2.
ROC curves for both RF and DRF for the Hidden Signal Detection application are plotted in Fig. 6,
again indicating that the DRF exhibits superior performance across the low FAR region of interest.

4.1.2 Prediction Performance for J2 with Cross Validation

To more thoroughly explore the impact of signal strength on prediction performance, we trained
and tested the RF and DRF on all signal strengths of the J2 data set. We used 5-fold cross-validation
(CV) to evaluate the performance of both classifiers. In k-fold cross-validation, the data set is
randomly partitioned into k equal-sized and equally-proportioned subsets. For each run i, we set
aside data subset i for testing, and we train the classifier on the remaining k− 1 subsets. We use
the average of these k estimates to compute our performance estimate. Fig. 7 shows the percentage
increase in the AUC achieved by the DRF for split dimensionalities m ∈ {1,2} as compared to the
best-performing RF (i.e., m = 1). As we observed when training on T1, the DRF yields substantially
better detection performance on weaker signals.

4.2 Radiation Detection

The objective of the Radiation Detection effort is to detect the presence of a radiation source in
vehicles traveling through a radiation portal monitoring system that measures the gamma ray spec-
trum of each vehicle quantized into 128 energy bins. The 128-dimensional normalized gamma ray
spectra serve as the input features for the RF and DRF classifiers. The negative class is composed
of radiation measurements from real vehicles containing no radiation source.

The data for the positive class were created by injecting a separate set of negative samples
with spectra derived from two isotopic compositions of both Uranium and Plutonium in IAEA
Category 1 quantities [18]. These sets of positive and negative samples were then partitioned into
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Fig. 5 AUC for RF and DRF: (top) trained on T1, tested on J2 with 40% signal strength; (bottom)
trained on T1, tested on J2 with 100% signal strength. Each classifier is composed of 500 trees.
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Fig. 8 ROC curves in the Radiation Detection task for RF and DRF.

non-overlapping, equally-proportioned training and testing sets containing 17,000 and 75,000 sam-
ples, respectively.

The ROC curves in Fig. 8 show the TPR (i.e., detection rate) versus the FAR for RF and DRF.
Over most of the low FAR range, the DRF maintains higher detection rates than the RF.

The large number of features available for this application presents an ideal opportunity to
thoroughly explore the behavior of the RF and DRF methodologies for high split dimensions. In
particular, we wish to investigate their relative computational efficiency, memory considerations,
bounds on their generalization error (Eq. 1), the interplay between tree strength and correlation,
and the impact of each of these characteristics on overall algorithm performance. We have utilized
the OOB data to compute these characteristics (see [3] for further details) at the minimal forest size
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Fig. 9 Minimum classification error (MCE) for the RF and DRF as a function of forest size on the
Radiation Detection dataset.
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Fig. 10 Average decision tree size for the RF and DRF as a function of the dimensionality, m.

required for each algorithm to achieve its peak performance. This can be readily observed in Fig. 9,
which shows a plot of the minimum classification error (MCE) achieved by both classifiers with
respect to m ∈ {2n|n = 0,1, ...,7}. The MCE is plotted as a function of the forest size and indicates
that the peak DRF performance was achieved by a forest consisting of approximately 50 trees, far
fewer than the 250 trees required by the RF.

In Table 1, performance statistics have been provided for the RF yielding the best MCE and for a
DRF whose performance exceeded that of the RF with respect to error, computational requirements
and efficiency1. Both were trained on a dual-core Intel 6600 2.4 GHz processor with 4GB of RAM.
To compute memory usage, we assumed that each RF node must store an integer feature ID and

1 With respect to MCE alone, the best DRF achieved a 79.5% reduction relative to the RF.
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Fig. 11 OOB statistics as a function of the dimensionality, m, on the Radiation Detection data set.

its corresponding floating-point threshold. Each DRF node must store m integers for its selected
feature IDs along with m+1 floating point values for its weight vector, w.

Table 1 Performance Summary for RF/DRF.

RF DRF Relative Difference

Dimension 4 8 —–
Forest Size 250 50 80%
Avg.Nodes/Tree 1757.69 718.16 59.1%
Classification Error 4.37e-3 2.05e-3 53.0%
Training Time (s) 315 48 84.8%
Memory Usage (b) 439423 323172 26.5%

Table 1 indicates that the DRF was able to achieve a lower classification error rate than the RF
while simultaneously reducing training time and memory usage by 84.8% and 26.5%, respectively.
The smaller DRF trees clearly contribute to this improvement in efficiency, but their reduced size
also suggests a dramatic increase in tree strength.

From an empirical standpoint, a node splitting strategy that effects a better separation of the
data, such as the multivariate LDA technique, naturally generates smaller classification trees as
the split dimensionality increases, as shown in Fig. 10. Though such trees might exhibit superior
prediction capabilities (i.e., greater strength), we would generally expect the variation among them
to decrease (i.e., increased correlation), potentially leading to a reduction in overall performance.
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The key to informative analysis of these two classification methodologies, as introduced in
Sect. 2, lies in our ability to successfully characterize this interplay between the strength and cor-
relation of individual trees. To provide further insight into these behaviors, Fig. 11 compares the
OOB estimates of tree strength and correlation for the RF and DRF, along with their classification
error and respective generalization error bounds plotted as a function of the split dimensionality,
m. As expected, the strength of an individual DRF tree is, in general, significantly greater than that
of its RF counterpart. Far more remarkable is the reduced correlation among the DRF trees for
split dimensions up to m ≈ 90. The relationship between strength and correlation is typically re-
garded as a tradeoff [3], in which one is improved at the expense of the other, and the smaller DRF
trees might naively be expected to exhibit greater correlation. However, [3] suggests that each base
classifier is primarily influenced by the parameter vector representing the series of random feature
selections at each node. In the multivariate setting, the number of potential feature subsets at each
node increases combinatorially, dramatically enhancing the variability in the parameter vector that
characterizes the classifier, which may explain the immediate drop in correlation as m increases.
As m approaches the cardinality of the feature set, however, we observe a sudden and severe rise
in correlation, behavior that is consistent with the reduced variation in the nodal features used for
splitting.

Consistent with the generalization error bound (Eq. 1), Fig. 11 shows that strength has a greater
impact on the classifier performance than the correlation. Even at the highest split dimensionality,
the DRF classification error and error bound exhibit only minimal degradation. In contrast, the RF
error steadily increases with the split dimensionality. Moreover, the DRF bound is far tighter than
that of the RF, even surpassing the RF classification error at m ≈ 25.

Interestingly, though the strength and correlation of both methodologies exhibit similar trends,
their classification errors exhibit opposing behavior, suggesting that the relationship between
strength and correlation is more complex than can be fully explained by our initial experiments.

4.3 Significance of Empirical Results

For the two signal detection applications discussed above, the performance of the DRF and RF
methodologies was compared and contrasted via a series of experiments. The empirical evidence
presented indicated that the DRF outperformed the RF with respect to each of the identified mea-
sures of performance. However, a natural question arises: Are these observed differences statisti-

cally significant or simply an artifact of random fluctuations originating from the stochastic nature

of the algorithms (e.g., bootstrap sampling of data and features)? To more thoroughly investigate
this issue, we revisited the Hidden Signal Detection application introduced in Sect. 4.1. Specif-
ically, using the original T1 training data set and a new testing set called J1, we wish to build
statistical confidence regions surrounding “average” DRF and RF ROC curves. The resultant con-
fidence regions could then be used to determine whether the observed differences in performance
are significant.

The J1 data set is statistically equivalent to the original data set, J2. It contains 179,527 negative
class samples and 9,426 positive class samples with 100% embedded signal strength. As in the prior
Hidden Signal Detection experiments, all data samples consist of eight features useful for detecting
the presence of embedded signals.

The J1 data set, though equivalent to J2, was not utilized in any fashion during the development
of the DRF algorithm; consequently, it is an ideal testing data set for independently assessing the
performance of the methodology. This is common practice in the speech recognition field and the
broader machine learning community and is employed to prevent the subtle tuning of a methodol-
ogy to a particular set of testing data.

For this study, we applied both the RF and DRF methodologies at all split dimensions m ∈
{1,2, ...,8} and observed that the optimal RF occurred at m = 2, while the performance of the DRF
peaked for m = 1. We will focus on these cases for the remainder of this discussion.
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Fig. 12 The median ROC, 97.5 and 2.5 percentiles curves for the DRF (m = 1) and RF (m = 2)
classifiers using the Hidden Signal data sets (T1 and J1).

For each algorithm, 101 classifiers were trained and tested using variable random seeds. Based
upon the resulting ROC curves, a “median” ROC and corresponding upper and lower confidence
limits were computed for each methodology using a variant of the vertical averaging approach
described by Fawcett [10]. Specifically, for each FAR value α ∈ [0.0,1.0], the 101 corresponding
detection rates were ranked, and their median detection rate MDR(α) was computed along with
their 97.5 and 2.5 percentiles. Using this data, the median ROC, consisting of the collection of
points {(α,MDR(α)) : α ∈ [0.0,1.0]}, and the 97.5 and 2.5 percentile bands were computed and
are shown in Fig. 12.

It is immediately apparent that the median ROC and associated percentile bands for the DRF
and RF do not overlap for FAR values less than 10−3, providing considerable evidence that the ob-
served performance improvement exhibited by the DRF over this region is statistically significant.

We can also examine these results from the perspective of the AUC. Specifically, we computed
the AUC values for the 101 classification results of each methodology using FAR cutoff levels of
10−3, 10−4 and 10−5. Box plots of these results, with the medians and the 25th and 75th quantiles
indicated, were computed and are shown in Fig. 13. Note that in each case, the interquartile ranges
are nonoverlapping, further reinforcing our belief that the performance gain of the DRF over the
RF is statistically significant in the lower FAR region of interest.

4.4 Small Samples and Early Stopping

Both the RF and DRF are tree-based ensemble classification methodologies whose construction
relies fundamentally upon the processes of bagging and random feature selection. In fact, the DRF
shares many similarities with the RF and, consequently, shares many of its most noteworthy advan-
tages. However, a critical exception is the parametric node-splitting process utilized by the DRF.
The conventional RF approach to node splitting is accomplished via a univariate threshholding
process that is optimized relative to some predetermined criterion (e.g., Gini impurity). Generally,
parameters are not estimated during this process. In contrast, node splitting under the DRF regime
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Fig. 13 Box plots of the AUC values for the DRF (m = 1) and RF (m = 2) classifiers using the
Hidden Signal data sets (T1 and J1).

is performed by building an LDA model at each node in an effort to determine an “optimal” lin-
ear decision boundary. For the two-class problem, this requires the estimation of the class specific
mean vectors µk, k = 0,1, and common covariance matrix Σ at each node in the forest.

This is an important distinction between the two methods that manifests itself in several ways.
In particular, the training of the lower portions of all DRF trees (near the leaf nodes) must contend
with progressively sparser data sets. Specifically, the LDA models are based upon point estimates
(e.g., maximum likelihood estimates) of the mean vectors and common covariance matrix. For a
split dimension of m ≥ 1, there are exactly p = 3m + m(m− 1)/2 parameters to estimate at each
node. Hence, as the value of m increases, the estimation problem becomes increasingly challenging
at the more sparsely populated nodes in the forest. In severe cases, the common covariance matrix is
not even estimable. This occurs exactly when a node is impure (i.e., both classes are represented)
and the feature vectors within each class are identical. In these cases, the DRF splitting process
defaults to a geometric method (i.e., the decision threshold is taken to be the perpendicular bisector
of the chord connecting the sample means of the two classes). This tactic has proven relatively
effective in practice, but the more subtle issue of small sample size parameter estimation remains.

Unfortunately, this is a common problem in statistics, and our study of the DRF methodology
would be incomplete without investigating the role parameter estimation plays in its performance
and reliability. A careful examination of the median ROC and the corresponding 97.5 and 2.5
percentile bands shown in Fig. 12 reveals behavior that may provide insight into this issue. Note
that the distance between the percentile bands increases noticeably as the FAR drops from 10−4

to 5×10−6, suggesting a considerable increase in the variability of the experimental ROC curves
over this extreme interval. It is our conjecture that a contributing factor to this phenomenon is the
sparseness of the data in the lower nodes of the DRF trees, which leads to greater instability in the
parameter estimates.

This behavior is even more pronounced for the RF, appearing at first glance to contradict the
above conjecture. Though its underlying cause is not entirely clear, this contradictory behavior may
be at least partially explained by the fact that each DRF node splitting decision utilizes two sources
of information: the node data and the LDA model. The model may exert a dampening influence
on the impact of the data, reducing variability at the leaf nodes and thus reducing variability in the



An Extended Study of the Discriminant Random Forest 117

10-5 10-4 10-3 10-2 10-1 100
0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

False Alarm Rate

D
e

te
ct

io
n

 R
a

te

 

 

DRF, 2.5%ile
DRF, median
DRF, 97.5%ile
DRF-ES, 2.5%ile
DRF-ES, median
DRF-ES, 97.5%ile

Fig. 14 The median ROC, 97.5 and 2.5 percentiles curves for the DRF and DRF-ES classifiers for
m = 1 using the Hidden Signal data sets (T1 and J1).

ROC at low FAR values. In contrast, the RF is driven entirely by the data and hence may prove
more vulnerable to data variation and sparseness.

In any case, enriching the data at the lower DRF nodes in an effort to improve parameter
estimation and ultimately enhance performance (e.g., increase the median detection rate while
reducing variability) is a challenge we would like to address. As a first attempt in this direction,
we considered the optimal DRF (m = 1) for the Hidden Signal Detection application problem first
described in Sect. 4.1. In this case, the LDA model building exercise reduces to estimating three
univariate Gaussian parameters. We have observed in our studies that the number of samples used
to estimate these parameters near the leaf nodes is frequently very small - less than 10 in many
cases. To more fully explore this issue, suppose we require that at least n = 30 samples be used to
estimate the LDA parameters at any node in the forest. What is the impact of this constraint on the

detection performance?

To address this question, we incorporated an early stopping criterion into our methodology
whereby tree nodes continue to successively split until either purity is achieved or the number of
node samples drops below a prescribed value, n. This version of the DRF methodology is called
“early stopping” DRF and is denoted by DRF-ES.

For the following experiment, we once again randomly generated a collection of 101 forests,
trained on T1 and tested on J1, for both the DRF and DRF-ES methodologies. Fig. 14 presents
the median ROC curves and the corresponding 97.5 and 2.5 percentile bands for the standard DRF
and the DRF-ES with n = 30. We observed that for FAR values less than approximately 5×10−2,
the DRF-ES classifier significantly outperforms the conventional DRF classifier. Fig. 15 shows the
corresponding box plots of the AUC values for FAR cutoff levels of 10−3, 10−4, and 10−5. Over
each of these intervals, the interquartile ranges are nonoverlapping, reinforcing the statement that
the performance gain of the DRF-ES over the DRF is significant in this case (m = 1).

We then extended these studies and compared the performance of the DRF and DRF-ES clas-
sifiers for higher split dimensions of m = 2 and 3. Fig. 16 shows the median ROC curves with
percentile bands for the DRF and DRF-ES applied to the Hidden Signal Detection data sets. Note
that in both cases the performance degrades as m increases, but the DRF-ES curves exhibit a “nest-
ing” behavior (i.e., they have similar shape) that suggests greater performance stability relative
to the DRF. Specifically, we see that the DRF-ES produces narrower percentile bands that are
nonoverlapping, while those of the DRF are wider and repeatedly cross. In Fig. 17, the DRF and
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Fig. 15 Box plots of the AUC values for the DRF and DRF-ES classifiers at m = 1 using the
Hidden Signal data sets (T1 and J1).

DRF-ES median ROC curves are plotted head-to-head, together with their 97.5 and 2.5 percentile
bands, for each value of m. Note that the performance advantage enjoyed by the DRF-ES degrades
as m increases from 1 to 2, evaporating entirely when m equals 3. In other words, as the number
of parameters increases while holding the maximal sample size n = 30 constant, the DRF-ES per-
formance gains are eroded. This behavior is consistent with our earlier conjecture that parameter
estimation based upon sparse data, combined with increasing model dimensionality, adversely af-
fects the performance and stability of the DRF methodology. However, it remains likely that the
true mechanisms underlying these behaviors are quite complex and defy simple explanation. Issues
such as model choice, misspecification, etc., may all be contributing factors.

4.5 Expected Cost

As we discussed in Sect. 1, information analysis systems are constructed for the purpose of com-
piling large stores of (potentially multi-source) data to support informed analysis and decision-
making. Though many algorithms in the classification field are designed to minimize the expected
overall error in class predictions, it is common for real-world detection problems to be inherently
associated with unequal costs for false alarms and miss detections (e.g., the Hidden Signal De-
tection application). Thus, a natural performance metric that quantifies the expected cost of an
incorrect decision in such cost-sensitive applications is given by:

EC = p(+) · (1−DR) · c(miss)+ p(−) ·FAR · c( f alsealarm) (8)

where DR is the detection rate, p(·) is the prior probability for each class, and c(·) is the cost
for each type of error. To enable visualization of the general behavior of this metric, Drummond
and Holte developed “cost curves” that express expected cost as a function of the class priors and
costs [7]. Specifically, cost curves plot the expected cost (normalized by its maximum value) versus



An Extended Study of the Discriminant Random Forest 119

10-5 10-4 10-3 10-2 10-1 100

0.5

0.6

0.7

0.8

0.9

1

False Alarm Rate

D
e

te
ct

io
n

 R
a

te

 

 

DRF m=1, 2.5%ile
DRF m=1, median
DRF m=1, 97.5%ile
DRF m=2, 2.5%ile
DRF m=2, median
DRF m=2, 97.5%ile
DRF m=3, 2.5%ile
DRF m=3, median
DRF m=3, 97.5%ile

10-5 10-4 10-3 10-2 10-1 100

0.5

0.6

0.7

0.8

0.9

1

False Alarm Rate

D
e

te
ct

io
n

 R
a

te

 

 

DRF-ES m=1, 2.5%ile
DRF-ES m=1, median
DRF-ES m=1, 97.5%ile
DRF-ES m=2, 2.5%ile
DRF-ES m=2, median
DRF-ES m=2, 97.5%ile
DRF-ES m=3, 2.5%ile
DRF-ES m=3, median
DRF-ES m=3, 97.5%ile

Fig. 16 Median ROC curves with 97.5 and 2.5 percentile bands for DRF (top) and DRF-ES (bot-
tom) for the Hidden Signal Detection problem at m = 1,2,3 (T1 and J1).

the probability cost function (PCF), which is given by

PCF =
p(+) · c(miss)

p(+) · c(miss)+ p(−) · c( f alsealarm)
(9)

Assuming equal priors, PCF is small when the cost of false alarms is large relative to that of
missed detections. In the Hidden Signal Detection application, the cost of a false alarm is consid-
ered to be at least 100 times more costly than a missed detection, making classifiers whose cost
curves are lower at small values of PCF (e.g., PCF < 0.01) more desirable. In Fig. 18, we have
plotted the median, 2.5 percentile, and 97.5 percentile cost curves for the RF, DRF, and DRF-ES.
We immediately observe that the DRF and DRF-ES appear to be significantly more effective than
the RF, with DRF-ES achieving the smallest expected cost across the low PCF range of interest.
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Fig. 17 Median ROC curves with 97.5 and 2.5 percentile bands for the DRF and DRF-ES for
m = 1,2,3 (numbered top to bottom).
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Fig. 18 Cost curves plotted for RF, DRF and DRF-ES over the PCF range of interest. The
discriminant-based classifiers outperform the RF over this range, with the DRF-ES achieving the
lowest cost over all.

5 Conclusions

The empirical results presented in Sect. 4 provide strong evidence that the Discriminant Random
Forest and its ES variant produce significantly higher detection rates than the Random Forest over
the low FAR regions of interest. The superior strength and diversity of the trees produced by the
DRF further support this observation. In addition, this methodology appears to be more successful
in the detection of weak signals and may be especially useful for applications in which low signal-
to-noise ratios are typically encountered.

We have also found that our methodology achieves far lower prediction errors than the RF when
high-dimensional feature vectors are used at each tree node. In general, we expect the performance
of any forest to decline as the number of features selected at each node approaches the cardinality of
the entire feature set. Under these conditions, the individual base classifiers that compose the forest
are nearly identical, negating many of the benefits that arise from an ensemble-based approach. In
such cases, the only variation remaining in the forest is due to the bagging of the input data. Though
we observed the expected performance degradation for both forest methodologies at extremely high
split dimensions, the effect was far less severe for the discriminant-based approach. This result
suggests a versatility and robustness in the DRF methodology that may prove valuable for some
application domains.

Our investigation into the effect of sparse data revealed that an early stopping strategy might
help mitigate its impact on classification performance, ultimately increasing the detection rate over
the lower FAR regions. This advantage, however, is diminished as split dimensionality increases.
Though we did not thoroughly explore the sensitivity of the DRF performance to the early stopping
parameter, n, we conjecture that increasing this parameter in response to increases in split dimen-
sionality would be counterproductive. Such a strategy would eventually eliminate the fine-grained
(i.e., small scale) class distinctions that are critical for effective classification. However, at split
dimension m = 1, the DRF enjoys a significant performance improvement in low FAR regions via
early stopping. In fact, for our applications, the DRF-ES at m = 1 outperformed the DRF over all
dimensions.
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Overall, our empirical studies provided considerable evidence that the DRF is significantly
more effective than the RF over low FAR regions. Although computational efficiency may be ad-
versely impacted by the more complex node-splitting of the DRF at extremely high dimensions, its
peak performance is typically achieved at much lower dimensions where it is more efficient than
the RF with respect to memory and runtime.

The behavior of the Discriminant Random Forest methodology is compelling and hints at com-
plex internal mechanisms that invite further investigation. However, we have found statistically
significant evidence supporting this technique as a highly robust and successful classification ap-
proach across diverse application domains.
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Prediction with the SVM using test point
margins

Süreyya Özöğür-Akyüz, Zakria Hussain, and John Shawe-Taylor

Abstract Support vector machines (SVMs) carry out binary classification by constructing a max-
imal margin hyperplane between the two classes of observed (training) examples and then classi-
fying test points according to the half-spaces in which they reside (irrespective of the distances
that may exist between the test examples and the hyperplane). Cross-validation involves finding
the one SVM model together with its optimal parameters that minimizes the training error and has
good generalization in the future. In contrast, in this paper we collect all of the models found in the
model selection phase and make predictions according to the model whose hyperplane achieves
the maximum separation from a test point. This directly corresponds to the L∞ norm for choosing
SVM models at the testing stage. Furthermore, we also investigate other more general techniques
corresponding to different Lp norms and show how these methods allow us to avoid the complex
and time consuming paradigm of cross-validation. Experimental results demonstrate this advan-
tage, showing significant decreases in computational time as well as competitive generalization
error.

1 Introduction

Data mining is the process of analysing data to gather useful information or structure. It has been
described as the science of extracting useful information from large data sets or databases [10]
or the nontrivial extraction of implicit, previously unknown, and potentially useful information

from data [7]. Computationally it is a highly demanding field because of the large amounts of
experimental data in databases. Various applications of data mining are prevalent in areas such
as medicine, finance, business etc. There are different types of data mining tools motivated from
statistical analysis, probabilistic models and learning theory.

In recent years, learning methods have become more desirable because of their reliability and
effectiveness at solving real world problems. In real world situations, for instance in the engineer-
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ing or biological sciences, conducting experiments can be costly and time consuming. In such
situations, accurate predictive methods can be used to help overcome these difficulties in more
efficient and cost effective ways. Large amounts of data are available through the internet in which
data mining methods are needed to understand the structure and the pattern of the data. Differ-
ent methodologies have been developed to tackle learning, including supervised and unsupervised
learning.

Supervised learning is a learning methodology of searching for algorithms which are reasoned
from given samples in order to generalize hypotheses and make predictions about future instances
[13]. These algorithms learn functions based on training examples consisting of input-output pairs
given to the learning system. These functions can subsequently be used to predict the output of test
examples. Training sets are the main resource of supervised learning.

Popular data mining algorithms are ensemble methods [1]. Many researchers have investigated
the technique which combines the predictions of multiple classifiers to produce a better classifier [3,
5, 18, 22]. The resulting classifier, which is an ensemble of functions can be more accurate than a
single hypothesis. Bagging [3] and boosting [8, 19] are among the most popular ensemble methods
[16]. A second popular approach are the large margin algorithms [21, 6] known as the Support
Vector Machine (SVM). The algorithm looks to separate the two classes of training samples using
a hyperplane that exhibits the maximum margin between the classes. Empirical and theoretical
results of the SVM are very impressive and hence the algorithm is largely used in the data mining
field.

For the majority of data mining tools, parameter selection is a critical question and attempts
at determining the right model for data analysis and prediction. Different algorithms have been
studied to choose the best parameters amongst the full set of functions, with cross validation and
leave one out being among the most popular.

In this research, we develop a fast algorithm for model selection that uses the benefit of all the
models constructed during the parameter selection stage. We apply our model selection strategy
to the SVM, as it is one of the most powerful methods in machine learning for solving binary
classification problems. SVMs were invented by Vapnik [21] (and co-workers), with the idea to
classify points by maximizing the distance between two classes [2].

More formally let (x,y) be an (input,output) pair where x ∈ Rn and y ∈ {−1,1} and x comes
from some input domain X and similarly y comes from some output domain Y . A training set is
defined by m input-output pairs by S = {(xi,yi)}m

i=1. Given S and a set of functions F we would
like to find a candidate function f ∈ F such that

f : x 7→ y.

We refer to these candidate functions as hypotheses [6].
In this study, we will use the support vector machine (SVM) algorithm, a classification algorithm

based on maximizing the margin γ between two classes of objects with some constraints. The
classes are separated by an affine function, hyperplane 〈w,x〉+ b = 0, where w ∈ Rn is a normal
vector (weight vector) helping to define the hyperplane, b ∈R is the bias term [6], and 〈·, ·〉 denotes
the scalar product. Hence, given a set of examples S the SVM separates the two groups of points
by a hyperplane.

In most real-world problems, data are not linearly separable. To use the facilities of the linear
separable case, one can define a non-linear mapping φ which transforms the input space into a
higher dimensional feature space such that the points are separable in the feature space. But the
mapping can be very high dimensional and sometimes infinite. Hence, it is hard to interpret deci-
sions (classification) functions which are expressed as f (x) = 〈w,φ(x)〉+b. Following the notation
of [6], the kernel function is defined as an inner product of two points under the mapping φ, i.e.,
κ(xi,x j) =

〈
φ(xi),φ(x j)

〉
which can also be explained as the similarity between two points. The

optimization problem for separating two classes is expressed as follows [6]:

Definition 0.1 (Primal Hard Margin Problem).
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minw,b 〈w,w〉
s.t. yi · (〈w,φ(xi)〉+b) ≥ 1 (i = 1,2, . . . ,m);

The dual allows us to work in kernel defined feature space and reads:

Definition 0.2 (Dual Hard Margin Problem).

max
α

∑m
i=1 αi − 1

2 ∑m
i=1 yiy jαiα jκ(xi,x j)

s.t. ∑m
i=1 yiαi = 0,

αi ≥ 0 (i = 1,2, . . . ,m).

It is not satisfactory to apply strictly perfect maximal margin classifiers without any error term,
since they will not be applicable to noisy real world data. Therefore, variables are introduced that
allow the maximal margin criterion to be violated; this classifier is called a soft margin classi-

fier. Here, a vector ξ of some slack variables is inserted into the constraints and, equipped with a
regularization constant C, into the objective function as well (‖ · ‖2 denotes Euclidean norm):

Definition 0.3 (Primal Soft Margin Problem).

minξ,w,b ‖w‖2
2 +C ∑i ξi

s.t. yi · (〈w,φ(xi)〉+b) ≥ 1−ξi (i = 1,2, . . . ,m).

The dual problem in the soft margin case looks as follows:

Definition 0.4 (Dual Soft Margin Problem).

maxα ∑m
i=1 αi − 1

2 ∑m
i=1 yiy jαiα jκ(xi,x j),

subject to ∑m
i=1 yiαi = 0,

0 ≤ αi ≤C (i = 1,2, . . . ,m).

The solution of this optimization problem (Definition 0.4) yields a maximal margin hyperplane
that we wil refer to as the Support Vector Machine (SVM).

All machine learning algorithms require a model selection phase. This consists of choosing the
best parameters for a particular data set and using them in order to make predictions. In the SVM
(or ν-SVM) that uses a Gaussian kernel the number of parameters to tune is two – the C in the
standard SVM (or the ν in the ν-SVM) and the kernel width parameter σ. Lets take the standard
SVM and look at the model selection phase in detail. Firstly, given some data set S the most com-
mon model selection technique is to use k–fold cross validation where k > 0,k ∈ N. The idea is
to split the data into k parts and use k − 1 for training and the remaining for testing. The k − 1
folds are trained with various values of C and σ and tested on each test test. The set of values that
give the smallest validation error amongst all of the splits is used as the SVM model for the entire
training set S. However, this can be very costing and time consuming. Alternative methods have
been developed to find the best parameters such as a gradient descent algorithm where parameters
are searched for by a gradient descent algorithm [4, 12]. Also when the number of parameters
increase, grid search and CV become intractable and exhaustive. In such cases, while the error
function is minimized over the hyperplane parameters, it can be maximized over kernel parameters
simultaneously [4]. The intuition behind this algorithm is to minimize an error bound. Keerthi et al.
[11] implemented a gradient based solution for evaluating multiparameters for the SVM by using a
radius/margin bound. However, it has some drawbacks, kernel functions may not be differentiable,
causing a problem for gradient based algorithms. To overcome this problem Friedrichs et al de-
veloped evolutionary based algorithms for searching multiple parameters of SVMs [9], capable of
solving for non differentiable kernels. In [9], the proposed evolutionary algorithm is based on a
covariance matrix adaptation evolution strategy that searches for an appropriate hyperparameter
vector. Here, the fitness function corresponds to the generalization function performance.
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In this paper, we assume that the data sets consist of a small number of examples and applying
cross-validation is costly as we will tend to use up a large proportion of points in the test set. We
tackle this problem by using the full training set to construct all possible SVM models that can be
defined using the list of parameter values. Hence, we benefit from all possible models for a given
range of parameters and classify a test point by checking to see which SVM hyperplane (from
the full list of models) the test point is furthest from. By this, different classifiers are matched to
different test points in our test set. Rather than re-training the SVM using the best C and best σ value
we simply store all of the SVM models and make predictions using any one of them. This speeds up
the computational time of model selection when compared to the cross-validation model selection
regime described above. The intuition of choosing parameters from the test phase is based on the
studies of [17] and [20]. In [17], biological data is classified according to the output values defined
with confidence levels by different classifiers being determined for each protein sequence. The
second motivation for the work comes from the theoretical work of [20] that gives generalization
error bounds on test points given that they achieve a large separation from the hyperplane. This
suggests that we can make predictions once we receive test points, from the hyperplanes already
constructed, and giving us a way of avoiding cross validation. We would like to point out that this
theoretical work motivates the L∞ method we propose and NOT the L1 and L2 norm approaches
also proposed, which are similar to ensemble methods. Finally we would like to make the point
that with the test point margin methodology, imbalanced data sets can, we feel, be tackled more
efficiently i.e., fraud detection. In this scenario the advantage of our approach is that we avoid using
up too many of the smaller class of examples in the cross validation splits and hence utilize all of
the examples during training.

2 Methods

In this section, three different norms will be discussed for model selection at the testing phase.
Given a set of functions { f1(x), . . . fℓ(x)} output by the SVM with ℓ = |C|× |σ| being the number
of models that can be constructed from the set of parameter values C = {C1, . . .} and σ = {σ1, . . .}
we can use some or a combination of them to make predictions. The first approach we propose
uses the L∞ norm for choosing which function to use. This is equivalent to evaluating the distance
of a test point according to the function that achieves the largest (functional) margin. For example,
assume we have three values for C = {C1,C2,C3} and two values for σ = {σ1,σ2}, respectively.
Therefore, we have the following ℓ = 6 SVM models together with their list of parameter values
{C,σ}:

• f1 = SVM1: {C1,σ1}
• f2 = SVM2: {C1,σ2}
• f3 = SVM3: {C2,σ1}
• f4 = SVM4: {C2,σ2}
• f5 = SVM5: {C3,σ1}
• f6 = SVM6: {C4,σ4}

Now at evaluation, we would compute the functions for all test points. For instance, given a test
example x ∈ Xtest , let us assume the following six functional values,

• f1(x) = 1.67
• f2(x) = 0.89
• f3(x) = −0.32
• f4(x) = −0.05
• f5(x) = 1.1
• f6(x) = 1.8
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We assume here, without loss of generality, that the functions f compute the functional margins
and not the geometrical margins (hence the reason that the example values we have presented are
not bounded by 1 and -1). Finally, we would predict the class of x by looking for the maximum
positive and the maximum negative value of all functions. This corresponds to f6 and f3. However,
the distance of the test example x from the hyperplane is greater for the f6 =SVM6 function/model
and therefore this example can be predicted as positive. Therefore, the L∞ prediction function F∞(x)
given an example x can be expressed in the following way,

F∞(x) = sgn
(

max{ fi(x)}ℓ
i=1 +min{ fi(x)}ℓ

i=1

)
, (1)

where F = { f1, . . . , fℓ} is the set of all the functions that can be constructed from the list of param-
eter values.

The L∞ norm approach is also illustrated in Fig. 1 on a real world data set. The figure gives
the evaluations of 110 SVM models1 (i.e., functional margin values), sorted in ascending order, for
a particular test point . From the plot the maximum positive margin (the far right most bar) and
minimum negative margin (far left most bar), are shown in black. Hence, the sign of the sum of
these two function margin values will give us the prediction of the test point. This test point is
classified positive.
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Fig. 1 Each stem corresponds to the functional margin value given for that particular SVM model
f . The graph of L∞ norm which predicts the example as +1 where actual class is +1

The second approach we introduce is for the L1 norm where the decision depends on the sign
of the Riemann sum of all outputs evaluated for a test point. This results in the following L1 norm
prediction function F1(x) given a test example x,

F1(x) = sgn

(
ℓ

∑
i=1

fi(x)

)
. (2)

This is illustrated in Fig. 2. It is clear that the prediction function looks at the integrals of
the two areas (indicated in black) above and below the threshold of 0. Essentially, this equates to

1 11 C values = {2−5,2−3,2−1,2,23,25,27,29,211,213,215} and 10 σ values =
{2−15,2−13,2−11,2−9,2−7,2−5,2−3,2−1,2,23}
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summing the above and below bars. In Fig. 2, it is clear that the summation will be positive since
the area of the positive values (above 0) is bigger than the area of the negative values (below 0).
This methodology corresponds to summing the weighted average of all the prediction functions
with a uniform weighting of 1. This is closely related to taking a weighted majority vote.
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Fig. 2 Each stem corresponds to the functional margin value given for that particular SVM model
f . The L1 norm predicts +1 and the actual class of the example is +1.

The final approach corresponds to the L2 norm and is similar to the L1 norm discussed above,
but with a down-weighting if values are below 1 and an up-weighting if they are above 1. This
means that we are giving a greater confidence to functions that predict functional values greater
than 1 or -1 but less confidence to those that are closer to the threshold of 0. Another way of
thinking about this approach is that it is equivalent to a weighted combination of functional margins
with the absolute values of themselves. Therefore, given a test example x, we have the following
L2 norm prediction function F2(x),

F2(x) = sgn

(
ℓ

∑
i=1

fi(x)| fi(x)|
)

. (3)

The plot of Fig. 3 represents the L2 norm solution for the same test point predicted by the L∞

norm in Figure 1 and the L1 norm method shown in Figure 2. As you can see the yellow region
corresponds to the original values of the functions and the black bars are the down-weighted or up-
weighted values of the 110 prediction functions. The L2 norm corresponds to summing the weights
of the black bars only. It can be seen that the values that are smaller than 1 are down-weighted
(decreased) and those greater than 1 are up-weighted (increased). Clearly, values that are close to
1 do not change significantly.

3 Data Set Description

In this study, we used the well known standard UCI machine learning repository (can be accessed
via http://archive.ics.uci.edu/ml/). From the repository, we used the Votes, Glass, Haberman, Bupa,
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Fig. 3 Each stem corresponds to the functional margin value given for that particular SVM model
f . The L2 norm predicts +1 where the actual class of the example is +1.

Credit, Pima, BreastW , Ionosphere, Australian Credit and the German Credit data sets. For the
first seven data sets, we removed examples containing unknown values and contradictory labels
(this is why the Votes data set is considerably smaller than the one found at the UCI website). The
number of examples, attributes and class distributions of all the data sets are given in Table 1.

Data set # instances # attributes # pos # neg

Votes 52 16 18 34

Glass 163 9 87 76

Haberman 294 3 219 75

Bupa 345 6 145 200

Credit 653 15 296 357

Pima 768 8 269 499

BreastW 683 9 239 444

Ionosphere 351 34 225 126

Australian 690 14 307 383

German 1000 20 300 700

Table 1 Data set description

4 Results

We call our methods the SVM-L∞, SVM-L1 and SVM-L2 which corresponds to using the L∞, L1

and L2 methods we proposed in Section 2. We also test our methods against the SVM with cross-
validation (CV), where we carry out 10-fold cross-validation to estimate the optimal C and σ values.
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Note that in the methods we propose we do not need to carry out this parameter tuning phase and
hence achieve a 10 fold speed-up against the SVM with CV.

Table 2 presents the results, including the standard deviation (STD) of the error over the 10-
folds of cross-validation, the cumulative training and testing time (time) in seconds for all folds of
CV, the error as percentages (error %), as numbers (error #), the Area Under the Curve (AUC) and
the average over all data sets for the entire 10-fold cross-validation process.

The results of the SVM-Lp where p = ∞,2,1 shows a significant decrease in computational
time when compared to the SVM with CV. For example, we can see that the German data set
takes approximately 4368 seconds to train and test and that our methods take between 544 and 597
seconds for training and testing purposes. This is approximately 8 times faster than using cross-
validation. We can also see from Table 2 that the L∞ method seems to capture better prediction
models compared to the other two Lp norm methods, but all three methods compare favourably
with respect to test error against the SVM with CV. Since several data sets are imbalanced (see
Table 1), we also report AUC results. It is well known that as the AUC tends to 1, the better the
prediction accuracy. In Table 2, we can see that the L∞ norm has greater AUC values than the other
Lp norm methods.

Finally, when comparing the three methods proposed it is clear that the most succesful in terms
of speed and accuracy is the L∞ norm. This perhaps is less surprising when viewed from the theo-
retical motivation of this work, as [20] has proposed a bound that gives higher confidence of correct
classification if the test point achieves a large separation from the hyperplane. This is exactly what
the L∞ norm method does. The other Lp norm methods do not have such theoretical justifications.

5 Discussion and Future Work

We proposed a novel method for carrying out predictions with the SVM classifiers once they had
been constructed using the entire list of regularization parameters (chosen by the user). We showed
that we could apply the Lp norms to help pick these classifier(s). Moreover, we introduced the
SVM-L∞, SVM-L1 and SVM-L2 strategies and discussed their attributes with real world exam-
ple. We showed that the L∞ method would choose a single classifier for prediction, the one that
maximally maximized the distance of a test point from its hyperplane. The L1 and L2 norms were
similar to each other and gave predictions using a (weighted) sum of the prediction functions con-
structed by each SVM function. Finally, in Section 4 we gave experimental results that elucidated
the methods described in this paper.

The main benefit of the work proposed can be for imbalanced data sets. In such situations, such
as fraud detection, we may have a very large number of examples but only a small number of fraud
cases (positive examples). In this case using CV can be costly as we will tend to use up too many
of the fraud cases within a large proportion of non-fraud cases and hence have a massive imbalance
during training. However, in the models we have proposed, we can use all of the fraud cases and
hence a larger proportion during training. We feel that this is an area that could greatly benefit from
the work proposed in this paper. Also, removing the CV dependency for finding parameters greatly
improves training and testing times for the SVM algorithm.

A future research direction would be to use other methods for choosing the classifiers at testing.
Perhaps, a convex combination of the functions would yield better generalization capabilities. Such
a combination of functions could be weighted by a factor in the following way,

F(x) = sgn

(
ℓ

∑
i=1

βi fi(x)

)
(4)

s.t
ℓ

∑
i

βi = 1
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where βi ∈ R.
Finally, we believe that tighter margin based bounds would help to improve the selection of

the SVM functions at testing. The bound proposed by [20] suggests the L∞ method we proposed
in this paper. However, from the results section it is clear that this does not always create smaller
generalization error than the SVM with CV. Therefore, a future research direction is to use a tighter
bounding principle for the margin based bound of [20], such as a PAC-Bayes analysis (due to [15],
and extended to margins by [14]). Therefore, we could use the bounds to indicate which classifiers
to use at testing. We believe that a tighter estimate of the bounds would yield improved generaliza-
tion.
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Effects of Oversampling versus Cost-sensitive
Learning for Bayesian and SVM Classifiers

Alexander Liu, Cheryl Martin, Brian La Cour, and Joydeep Ghosh

Abstract In this paper, we examine the relationship between cost-sensitive learning and resam-
pling. We first introduce these concepts, including a new resampling method called “generative
oversampling,” which creates new data points by learning parameters for an assumed probabil-
ity distribution. We then examine theoretically and empirically the effects of different forms of
resampling and their relationship to cost-sensitive learning on different classifiers and different
data characteristics. For example, we show that generative oversampling used with linear SVMs
provides the best results for a variety of text datasets. In contrast, no significant performance dif-
ference is observed for low-dimensional datasets when using Gaussians to model distributions in
a naive Bayes classifier. Our theoretical and empirical results in these and other cases support the
conclusion that the relative performance of cost-sensitive learning and resampling is dependent on
both the classifier and the data characteristics.

1 Introduction

Two assumptions of many machine learning algorithms used for classification are that (1) the prior
probabilities of all classes in the training and test set are approximately equal and (2) mistakes on
misclassifying points from any class should be penalized equally. In many domains, one or both
of these assumptions are violated. Example problems that exhibit both imbalanced class priors and
a higher misclassification cost for the class with fewer members include detecting cancerous cells,
fraud detection [3] [21], keyword extraction [23], oil-spill detection [12], direct marketing [14],
information retrieval [13], and many others.

Two different approaches to address these problems are resampling and cost-sensitive learning.
Resampling works by either adding members to a class (oversampling) or removing members
from a class (undersampling). Resampling is a classifier-agnostic approach and can therefore be
used as a preprocessing step requiring no changes to the classification algorithms. In contrast, cost-
sensitive learning approaches may modify classifier algorithms to minimize the total or expected
cost of misclassification incurred on some test set. Some studies have shown that resampling can
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be used to perform cost-sensitive learning. However, in this paper, we contrast resampling methods
with cost-sensitive learning approaches that do not use resampling.

We examine the relationship between cost-sensitive learning and two oversampling methods:
random oversampling and generative oversampling. We first introduce these concepts, including
a new resampling method called “generative oversampling.” We compare performance both the-
oretically and empirically using a variety of classifiers and data with different characteristics. In
particular, we compare low versus high-dimensional data, and we compare Bayesian classifiers
and support vector machines, both of which are very popular and widely used machine learning
algorithms. Since there is already an abundance of empirical studies comparing resampling tech-
niques and cost-sensitive learning, the emphasis of this paper is to examine oversampling and its
relationship with cost-sensitive learning from a theoretical perspective and to analyze the reasons
for differences in empirical performance.

For low-dimensional data, assuming a Gaussian event model for the naive Bayes classifier,
we show that random oversampling and generative oversampling theoretically increase the vari-
ance of the estimated sample mean compared to learning from the original sample (as done in
cost-sensitive naive Bayes). Empirically, using generative oversampling and random oversampling
seem to have minimal effect on Gaussian naive Bayes beyond adjusting the learned priors. This
result implies that there is no significant advantage for resampling in this context. In contrast, for
high-dimensional data, assuming a multinomial event model for the naive Bayes classifier, random
oversampling and generative oversampling change not only the estimated priors, but also the pa-
rameter estimates of the multinomial distribution modeling the resampled class. This conclusion
is supported both theoretically and empirically. The theoretical analysis shows that oversampling
and cost-sensitive learning are expected to perform differently in this context. Empirically, we
demonstrate that oversampling outperforms cost-sensitive learning in terms of producing a better
classifier.

Finally, we present parallel empirical results for text classification with linear SVMs. We show
empirically that generative oversampling used with linear SVMs provide the best results, beating
any other combination of classifier and resampling/cost-sensitive method that we tested on our
benchmark text datasets. We then discuss our hypothesis for why generative oversampling in par-
ticular works well with SVMs, and present experiments to support this hypothesis.

2 Resampling

Resampling is a simple, classifier-agnostic method of rebalancing prior probabilities. Resampling
has been widely studied, particularly with respect to two-class problems, where the class with the
smaller class prior is called the minority class, and the class with the larger prior is called the
majority class. By convention, the positive class is set as the minority class and the negative class
is set as the majority class.

Resampling creates a new training set from the original training set. Many resampling methods
have been proposed and studied in the past. Resampling methods can be divided into two categories:
oversampling and undersampling. Oversampling methods increase the number of minority class
data points, and undersampling methods decrease the number of majority class data points. Some
widely used approaches are random oversampling, SMOTE [4], random undersampling, and cost-
proportionate rejection sampling [26].

This paper focuses on two oversampling methods: random oversampling and generative over-
sampling, introduced below. Some empirical comparisons against SMOTE and random undersam-
pling are also provided for context, but the empirical results in this paper are primarily used to
illustrate analytical results (see [18], [24], [9] for some empirical benchmarks of resampling tech-
niques).



Effects of Oversampling versus Cost-sensitive Learning 139

2.1 Random Oversampling

Random oversampling increases the number of minority class data points in the training set by
randomly replicating existing minority class members. Random oversampling has performed well
in empirical studies (e.g., [1]) even when compared to other, more complicated oversampling meth-
ods. However, random oversampling has been criticized since it only replicates existing training
data and may lead to overfitting [18]. Both SMOTE [4] and generative oversampling address this
criticism by creating artificial points instead of replicating existing points.

2.2 Generative Oversampling

The set of points in the minority class is characterized by some unknown, true distribution. Ide-
ally, to resample a dataset, one could augment the existing data with points drawn from this true
distribution until the training set has the desired ratio of positive and negative class points.

Unfortunately, since the true distribution is typically unknown, one cannot usually draw addi-
tional points from this original distribution. However, one can attempt to model the distribution that
produced the minority class and create new points based on this model. This is the motivation for
generative oversampling [15], an oversampling technique that draws additional data points from
an assumed distribution. Parameters for this distribution are learned from existing minority class
data points. Generative oversampling could be effective in problem domains where there are prob-
ability distributions that model the actual data distributions well. Generative oversampling works
as follows:

1. a probability distribution is chosen to model the minority class
2. based on the training data, parameters for the probability distribution are learned
3. artificial data points are added to the resampled data set by generating points from the learned

probability distribution until the desired number of minority class points in the training set has
been reached.

Generative oversampling is simple and straightforward. The idea of creating artificial data
points through a probability distribution with learned parameters has been used in other applica-
tions (e.g., [19] for creating diverse classifier ensembles, [2] for model compression). Surprisingly,
however, it has not previously been used to address imbalanced class priors.

3 Cost Sensitive Learning

In a “typical” classification problem, there is an equal misclassification cost for each class. Cost-
sensitive learning approaches, however, account for conditions where there are unequal misclas-
sification costs. The goal of cost-sensitive learning is to minimize the total or expected cost of
misclassification incurred on some test set.

Researchers have looked at a number of ways of modeling costs in cost-sensitive learning.
Perhaps the most common approach is to define a cost for classifying a point from class Y = yi as a
point from class Y = y j [6]. In this formulation, a cost matrix C can be defined where C(i, j) is the
misclassification cost for classifying a point with true class Y = yi as class Y = y j . Typically, C(i, i)
is set to zero for all i such that correct classifications are not penalized. In this case, the decision
rule is modified (as discussed in [6]) to predict the class that minimizes ∑ j P(X = x|Y = y j)C(i, j),
where x is the data point currently being classified. When costs are considered in the two-class
imbalanced dataset problem, a two-by-two cost-matrix can be defined, meaning that all points in
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the positive class share some misclassification cost and all points in the negative class share some
misclassification cost.

Different classifiers can be modified in different ways in order to take costs into account. For
example, a Bayesian classifier can be easily modified to predict the class that minimizes ∑ j P(X =
x|Y = y j)C(i, j) as we will show in Section 5.2. This modification involves shifting the decision
boundary by some threshold. In comparison, SVMs can be modified as described in [20], where
instead of a single parameter controlling the number of empirical errors versus the size of the
margin, a separate parameter for false positives and a second parameter for false negatives are
used.

4 Related Work

In [6], a direct connection between cost-sensitive learning and resampling is made. The author
shows that, theoretically, one can resample points at a specific rate in order to accomplish cost-
sensitive learning. In section 4.1 of [6], the author describes the effect of resampling on Bayesian
classifiers. In particular, the author claims that resampling only changes the estimates of the prior
probabilities. Thus, an equivalent model can be trained either through resampling or a cost-sensitive
Bayesian model. In this paper, we further examine the assumptions required for this equivalence
to hold. The remainder of this section describes additional related work.

Widely used resampling approaches include SMOTE [4], random oversampling, random under-
sampling, and cost-proportionate rejection sampling [26]. Random undersampling decreases the
number of majority class data points by randomly eliminating majority class data points currently
in the training set. Like random oversampling, random undersampling has empirically performed
well despite its simplicity [27]. A disadvantage of undersampling is that it removes potentially use-
ful information from the training set. For example, since it indiscriminately removes points, it does
not consider the difference between points close to the potential decision boundary and points very
far from the decision boundary.

A more sophisticated undersampling method with nice theoretical properties is cost-proportionate
rejection sampling [26]. Cost-proportionate rejection sampling is based on a theorem that describes
how to turn any classifier that reduces the number of misclassification errors into a cost-sensitive
classifier. Given that each data point has a misclassification cost, each data point in the training
set has probability of being included in the resampled training set proportional to that point’s
misclassification cost. We limit the scope of analysis in this paper to oversampling methods, but
a discussion of the relationship between cost-proportionate rejection sampling and cost-sensitive
learning is provided in [26].

SMOTE (Synthetic Minority Oversampling TEchnique), an oversampling method, attempts to
add information to the training set. Instead of replicating existing data points, “synthetic” minority
class members are added to the training set by creating new data points. A new data point is created
from an existing data point as follows: find the k nearest neighbors to the existing data point (k = 5
in [4] and in this paper); randomly select one of the k nearest neighbors; the new, synthetic point is a
randomly chosen point on the line segment joining the original data point and its randomly chosen
neighbor. Empircally, SMOTE has been shown to perform well against random oversampling [4],
[1]. Compared to generative oversampling (a parametric oversampling method that adds synthetic
points), SMOTE can be considered a non-parametric method.

Empirically, there seems to be no clear winner as to which resampling technique to use or
whether cost-sensitive learning outperforms resampling [16] [18] [24] [9]. Many studies have been
published, but there is no consensus on which approach is generally superior. Instead, there is
ample empirical evidence that the best resampling method to use is dependent on the classifier [9].
Since there is already an abundance of empirical studies comparing resampling techniques and
cost-sensitive learning, the emphasis of this paper is to examine oversampling and its relationship



Effects of Oversampling versus Cost-sensitive Learning 141

with cost-sensitive learning from a theoretical perspective and to analyze the reasons for differences
in empirical performance.

5 A theoretical analysis of oversampling versus cost-sensitive

learning

In this section, we study the effects of random and generative oversampling on Bayesian classifi-
cation and the relationship to a cost-sensitive learning approach. We begin with a brief review of
Bayesian classification and discuss necessary background. We then examine two cases and analyze
differences in the estimates of the parameters that must be calculated in each case to estimate the
probability distributions being used to model the naive Bayes likelihoods. For the first case, with a
Gaussian data model, we show that there is little difference between random oversampling, gener-
ative oversampling, and cost-sensitive learning. When multinomial naive Bayes is used, however,
there is a significant difference. In this case, we show that the parameter estimates one obtains after
either random or generative oversampling differ significantly from the parameter estimates used
for cost-sensitive learning.

5.1 Bayesian classification

Suppose one is solving a two-class problem using a Bayesian classifier. Let us denote the estimated
conditional probability that some (possibly multi-dimensional) data point x is from the positive
class y+ given x as P̂(Y = y+|X = x) and the estimated conditional probability that x is from the
negative class y− given x as P̂(Y = y−|X = x). According to Bayes rule:

P̂(Y = y+|X = x) =
P̂(X = x|Y = y+, θ̂+)P̂(Y = y+)

P̂(X = x)
(1)

and

P̂(Y = y−|X = x) =
P̂(X = x|Y = y−, θ̂−)P̂(Y = y−)

P̂(X = x)
(2)

where P̂(Y = y+) and P̂(Y = y−) are the class priors, and P̂(X = x|Y = y+, θ̂+), P̂(X = x|Y =
y−, θ̂−), P̂(Y = y+), and P̂(Y = y−) are estimated from the training set. θ̂+ and θ̂− are the estimates
of the parameters of the probability distributions being used to model the likelihoods P̂(X = x|Y =
y+, θ̂+) and P̂(X = x|Y = y−, θ̂−). The decision rule is to assign x to y+ if the posterior probability
P̂(Y = y+|X = x) is greater than or equal to P̂(Y = y−|X = x). This is equivalent to classifying x

as y+ if

P̂(Y = y+|X = x)

P̂(Y = y−|X = x)
≥ 1 (3)

5.2 Resampling vs. cost-sensitive learning in Bayesian classifiers

More generally, one can adjust the decision boundary by comparing the ratio of the two posterior
probabilities to some constant. That is, one can adjust the decision boundary by assigning x to y+

if
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P̂(Y = y+|X = x)

P̂(Y = y−|X = x)
≥ α (4)

where α is used to denote some constant. For example, one may use a particular value of α if
one has known misclassification costs[6]. If one were to use a cost-sensitive version of Bayesian
classification, α is based on the cost c+ of misclassifying a positive class point and the cost c− of
misclassifying a negative class point. In this case, α = c−/c+, based on the cost-sensitive decision
rule given in Section 3.

One can also adjust the learned decision boundary by resampling (i.e., adding or removing
points from the training set) which changes the estimated priors of the classes. Let P̂(rs)(Y = y+)
and P̂(rs)(Y = y−) denote the estimated class priors after resampling (regardless of what resampling

method has been used). Let P̂(rs)(X = x|Y = y+, θ̂
(rs)
+ ) and P̂(rs)(X = x|Y = y−, θ̂

(rs)
− ) be estimated

from the resampled training set. If P̂(X = x|Y = y+, θ̂+) = P̂(rs)(X = x|Y = y+, θ̂
(rs)
+ ) and P̂(X =

x|Y = y−, θ̂−)= P̂(rs)(X = x|Y = y−, θ̂
(rs)
− ) , then the effect of using α 6= 1 and the effect of adjusting

the priors by resampling can be made exactly equivalent. That is, if resampling only changes the
learned priors, then resampling at a specific rate corresponding to α = c−/c+ is equivalent to cost-
sensitive learning. In particular, one can show that if P̂(X = x|Y = y+, θ̂+) = P̂(rs)(X = x|Y =

y+, θ̂
(rs)
+ ) and P̂(X = x|Y = y−, θ̂−) = P̂(rs)(X = x|Y = y−, θ̂

(rs)
− ), then resampling to adjust the

priors to correspond to α = c−/c+ can be accomplished if

α =
c−
c+

=
P̂(rs)(Y = y−)P̂(Y = y+)

P̂(rs)(Y = y+)P̂(Y = y−)
(5)

However, in practice, this equivalency may not be exact since resampling may do more than
simply adjust the class priors. That is, the assumption that P̂(X = x|Y = y+, θ̂+) = P̂(rs)(X =

x|Y = y+, θ̂
(rs)
+ ) and P̂(X = x|Y = y−, θ̂−) = P̂(rs)(X = x|Y = y−, θ̂

(rs)
− ) may be invalid because the

estimated parameters with and without resampling may change.
In the remainder of this section, we will theoretically examine the effect of two resampling

techniques (random oversampling and generative oversampling) on probability estimation and
Bayesian learning. In particular, we will examine the difference between learning from the resam-
pled set and learning from the original training set when Gaussian and multinomial distributions
are chosen to model the resampled class.

We will assume without loss of generality that the positive class is being oversampled. In this
case, since points are neither added nor removed from the negative class, P̂(X = x|Y = y−, θ̂−) =

P̂(rs)(X = x|Y = y−, θ̂
(rs)
− ). Thus, we will examine how θ̂+ may differ from θ̂

(rs)
+ due to oversam-

pling. Since we will only be discussing the positive class, we will omit the + subscripts when it is
obvious that we are referring to parameters estimated on the positive class.

In addition, we will also use the notation θ̂(r) and θ̂(g) to refer to the parameters estimated after
random oversampling and generative oversampling, respectively, when such a distinction needs to
be made, while θ̂(rs) will continue to refer to parameter estimates after either resampling technique
has been used, and θ̂ will continue to refer to parameters estimated from the original training set
when no resampling has occurred.

5.3 Effect of oversampling on Gaussian naive Bayes

In this section, we examine the effect of oversampling when P̂(X = x|Y = y+, θ̂+) and P̂(rs)(X =

x|Y = y+, θ̂
(rs)
+ ) are modeled by Gaussian distributions. In Gaussian naive Bayes, each feature is

modeled by an independent Gaussian distribution. Thus, P̂(X = x|Y = y+, θ̂+) = ∏d
i=1 N(xi|µ+,i,σ+,i)

where d is the number of dimensions, µ+,i and σ+,i are the mean and standard deviation estimated
for the ith dimension of the positive class, and N(xi|µ+,i,σ+,i) is the probability that a normal dis-
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tribution with parameters µ+,i and σ+,i generated xi. Since we are only discussing oversampling

the positive class, we will drop the + subscripts and simply refer to the parameters as θ̂, µi, and σi.
For the sake of simplicity, we will limit our discussion to one-dimensional Gaussian distri-

butions. However, since the parameters of each dimension are estimated independently in a naive
Bayes classifier, our analysis can be extended to multiple dimensions if the features are indeed inde-
pendent. Analysis when features are correlated will be left to future work. In the one-dimensional
case, θ̂ corresponds to a single sample mean and sample standard deviation estimated from the
positive class points in the original training set, while θ̂(rs) corresponds to the sample mean and
sample standard deviation estimated after resampling.

We will first examine the theoretical effect of oversampling on estimating θ̂, θ̂(r), and θ̂(g). For
the sake of brevity, we limit our discussion of these parameter estimates to the expected value
and variance of the sample mean. In particular, we show that the expected value of the sample
mean is always the same regardless of whether no resampling, random oversampling, or generative
oversampling is applied.

Let the set of n points in the positive class be denoted as X1, . . ., Xn. These points are an iid set
of random variables from a normal distribution with true mean µ and true variance σ2. Both µ and
σ2 are unknown and must be estimated as parameters θ̂.

The sample mean estimated from the original training set will be denoted as X̄ while the sam-

ple mean for the training set created after resampling will be denoted as either X̄
(r)
∗ for random

oversampling or X̄
(g)
∗ for generative oversampling. Note that, in the Appendix, we make a differen-

tiation between the sample mean estimated only on the newly resampled points (denoted as X̄ (r) for
random oversampling) versus the sample mean estimated for a training set comprised of both the

resampled points and the original points (denoted as X̄
(r)
∗ ). Here, however, we will simply present

results for the “pooled” training set consisting of both the resampled points and the original points.
Consider the sample mean of the original sample, X̄ . The expected value and variance of the

sample mean is

E[X̄ ] = µ (6)

Var[X̄ ] =
σ2

n
(7)

In the next sections, we will find the expected value and variance of the sample mean of the
points generated by random oversampling and generative oversampling. Derivations of these equa-
tions can be found in the Appendix.

5.3.1 Random oversampling

Consider a random sample X
(r)
1 , . . . ,X

(r)
m produced through random oversampling. Thus, each

X
(r)
j = XK j

, where K1, . . . ,Km are iid uniformly distributed random variables over the discrete set

{1, . . . ,n}.

We now seek the mean and variance of X̄
(r)
∗ .

For the mean, we have

E[X̄
(r)
∗ ] = µ (8)

and

Var[X̄
(r)
∗ ] =

[
1+

m(n−1)

(n+m)2

]
σ2

n
(9)

Thus, the expected value of the sample mean of the pooled training set is equal to the expected value
of the sample mean without resampling. However, the variance of the estimated sample mean of
the training set after resampling is greater.
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5.3.2 Generative oversampling

Now consider points X
(g)
1 , . . . ,X

(g)
m created via generative oversampling. These points are of the

form
X

(g)
j = X̄+ sZ j, (10)

where X
(g)
j is the jth point created by generative oversampling, s is the original estimated sample

standard deviation, and Z1, . . . ,Zm are iid N(0,1) and independent of X1, . . . ,Xn as well.

The expected value of the mean X̄
(g)
∗ is

E[X̄
(g)
∗ ] = µ (11)

while the variance of the sample mean is

Var[X̄
(g)
∗ ] =

[
1+

mn

(n+m)2

]
σ2

n
(12)

Thus, like random oversampling, the sample mean estimated from the resampled points created
via generative oversampling has, on average, the same value as the sample mean estimated from
the original points, but with greater variance.

5.3.3 Comparison to cost-sensitive learning

A cost-sensitive naive Bayes classifier uses the parameter estimates θ̂ from the original set of points.
Thus, in expectation, the estimated mean for a Gaussian naive Bayes classifier will be the same,
regardless of whether random oversampling, generative oversampling, or cost-sensitive learning
are used. When one resamples, one incurs additional overhead in terms of time required to create
additional samples, memory needed to store the additional samples, and additional time required
to train on the resampled points. Cost-sensitive naive Bayes is therefore preferable over resampling
when a Gaussian distribution is assumed. We will support this claim empirically in Section 6.2.

5.4 Effects of oversampling for multinomial Naive Bayes

In multinomial naive Bayes (see [17] for an introduction to multinomial naive Bayes), there is a
set of d possible features, and the probability that each feature will occur needs to be estimated.
For example, in the case of text classification, each feature is a word in the vocabulary, and one
needs to estimate the probability that a particular word will occur. Thus, the parameter vector θ for
a multinomial distribution is a d dimensional vector, where θk is the probability that the kth word
in the vocabulary will occur.

Let Fi denote the number of times the ith word occurs in the positive class in the training set,

and let F
(r)
i represent the number of times that a word occurs in only the randomly oversampled

points (we will use F
(g)
i when discussing generative oversampling). In addition, let n represent the

number of words that occur in the positive class in the training set, and let m represent the number
of words that occur in the resampled points.

For the case where there are no resampled points in the training set, the maximum likelihood
estimator for the probability the kth word will occur is θ̂k = Fk/n. Typically, the maximum like-
lihood estimator is not used because Laplace smoothing is often introduced (a standard practice
when using multinomials for problems like text mining). With Laplace smoothing, the estimator
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becomes

θ̃k =
Fk +1

∑d
k′=1(Fk′ +1)

=
nθ̂k +1

n+d
, (13)

Note that we will use the notation θ̂ to describe parameter estimates when Laplace smoothing
has not been used and θ̃ to indicate parameter estimates when Laplace smoothing has been used.

After random oversampling, we find that the parameter estimates learned from the resampled
points and original training set if Laplace smoothing is used is:

E
[
θ̃

(r)
k

]
=

(n+m)θk +1

n+m+d
(14)

and

Var
[
θ̃

(r)
k

]
=

[
1+

m(n−2d −1)−d(2n+d)

(n+m+d)2

]
θk(1−θk)

n
. (15)

Thus, provided m < d(2n + d)/(n− 2d − 1), the variance of the pooled, smoothed estimates
will be smaller than that of the original sample.

In generative oversampling, one generates points based on an assumed probability distribution.
If one uses a multinomial model to generate the points, the parameters one uses in the initial esti-
mation can be either θ̂ (i.e., without Laplace smoothing) or θ̃ (i.e., with Laplace smoothing). When
using generative oversampling with multinomial naive Bayes, there are two places where Laplace
smoothing can possibly be used: when performing the initial parameter estimates for generative
oversampling and when performing the parameter estimates for multinomial naive Bayes. In our
experiments, we always use Laplace smoothing when estimating parameters for multinomial naive
Bayes. The question of whether to use Laplace smoothing will therefore always refer to the initial
parameter estimates in generative oversampling.

As shown in the Appendix, if one uses θ̂ for their initial parameter estimates in generative over-

sampling, then E
[
θ̃

(g)
k

]
= E

[
θ̃

(r)
k

]
and Var

[
θ̃

(g)
k

]
= Var

[
θ̃

(r)
k

]
. If one performs Laplace smoothing

and uses θ̃ in the initial parameter estimates used for generative oversampling, however, the param-
eter vector θ̃(g) estimated after generative oversampling will be different from the parameter vector
θ̃(r) estimated after random oversampling or the parameter vector θ̃ used in cost-sensitive learning.
Our empirical results show that the relative performance of using either θ̂ or θ̃ when estimating the
initial parameters used in generative oversampling depends on which classifier is used.

Since a cost-sensitive naive Bayes classifier uses the parameter estimates θ̃ from the original
set of points, it is clear that there will be a difference, in expectation, between the parameters
estimated via random oversampling, generative oversampling, and cost-sensitive learning. We will
see empirically that resampling produces better classifiers than cost-sensitive learning. Thus, even
though resampling incurs additional overhead in terms of time and memory, the improvement in
classification may justify this additional effort.

6 Empirical Comparison of Resampling and Cost-Sensitive

Learning

In this section, we will provide empirical support for our analysis in Section 5. We will show
that, as predicted, there is minimal empirical difference between random oversampling, generative
oversampling, and cost-sensitive learning when Gaussian naive Bayes is used as the classifier. In
contrast, when dealing with high-dimensional text datasets where a multinomial model is more
suitable, there is a difference between random oversampling, generative oversampling, and cost-
sensitive learning. The magnitude of the difference with regards to generative oversampling is
related to whether Laplace smoothing is used to build the model used to generate artificial points.
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While the primary goal of this paper is not to perform extensive empirical benchmarks of all
possible resampling methods, for the sake of comparison, we have also included some common
resampling techniques (namely SMOTE and random undersampling).

6.1 Explaining empirical differences between resampling and

cost-sensitive learning

Our experiments compare the results of classifiers learned after resampling against a cost-sensitive
classifier that estimates its parameters from the original training set. In this section, we will de-
scribe why comparing naive Bayes after resampling with cost-sensitive naive Bayes can answer
the question of whether the benefits of resampling are limited to merely evening out the imbalance
of the class priors, or if additional effects (from changing the estimates of the likelihoods) are
responsible.

Oversampling the positive class has two possible effects on a Bayesian classifier: (1) it changes
the estimated priors P̂(Y = y+) and P̂(Y = y−) to P̂(rs)(Y = y+) and P̂(rs)(Y = y−), and (2) it

may or may not change the parameter estimate P̂(rs)(X = x|Y = y+, θ̂
(rs)
+ ) such that P̂(X = x|Y =

y+, θ̂+) 6= P̂(rs)(X = x|Y = y+, θ̂
(rs)
+ ).

The decision rule of the Bayesian classifier after resampling is to assign a point x to the positive
class if

P̂(rs)(Y = y+|X = x)

P̂(rs)(Y = y−|X = x)
=

P̂(rs)(X = x|Y = y+, θ̂
(rs)
+ )P̂(rs)(Y = y+)

P̂(rs)(X = x|Y = y−, θ̂
(rs)
− )P̂(rs)(Y = y−)

≥ 1 (16)

As described in the previous section, if P̂(X = x|Y = y+, θ̂+) = P̂(rs)(X = x|Y = y+, θ̂
(rs)
+ ) and

P̂(X = x|Y = y−, θ̂−) = P̂(rs)(X = x|Y = y−, θ̂
(rs)
− ), then the only effect of resampling is to change

the learned class priors. Under this (possibly incorrect) assumption,

P̂(rs)(X = x|Y = y+, θ̂
(rs)
+ )P̂(rs)(Y = y+)

P̂(rs)(X = x|Y = y−, θ̂
(rs)
− )P̂(rs)(Y = y−)

=
P̂(X = x|Y = y+, θ̂+)P̂(rs)(Y = y+)

P̂(X = x|Y = y−, θ̂−)P̂(rs)(Y = y−)
(17)

This is the same as adjusting the decision rule learned on the original training set by setting

α = P̂(rs)(Y=y−)P̂(Y=y+)

P̂(rs)(Y=y+)P̂(Y=y−)
and assigning x to the positive class if

P̂(Y=y+|X=x)

P̂(Y=y−|X=x)
≥ α. One can do this by

training a cost-sensitive naive Bayes classifier with α = c−
c+

= P̂(rs)(Y=y−)P̂(Y=y+)

P̂(rs)(Y=y+)P̂(Y=y−)
.

Thus, one can duplicate the beneficial effect of evening out the class priors via resampling if

P̂(X = x|Y = y+, θ̂+) = P̂(rs)(X = x|Y = y+, θ̂
(rs)
+ ) and P̂(X = x|Y = y−, θ̂−) = P̂(rs)(X = x|Y =

y−, θ̂
(rs)
− ) by using a cost-sensitive naive Bayes classifier where c−

c+
= P̂(rs)(Y=y−)P̂(Y=y+)

P̂(rs)(Y=y+)P̂(Y=y−)
. Any em-

pirical difference observed between a naive Bayes classifier after resampling and a cost-sensitive
naive Bayes classifier with the appropriate values of c− and c+ is therefore attributable to the fact
it is incorrect to assume that the estimated parameters modeling our probability distributions are
equal before and after resampling.

Therefore, we can examine whether P̂(X = x|Y = y+, θ̂+) = P̂(rs)(X = x|Y = y+, θ̂
(rs)
+ ) by com-

paring a naive Bayes classifier that uses resampling and an equivalent cost-sensitive naive Bayes

classifier where c−
c+

= P̂(rs)(Y=y−)P̂(Y=y+)

P̂(rs)(Y=y+)P̂(Y=y−)
. Such a comparison allows us to isolate and study only the

part of resampling that could cause P̂(X = x|Y = y+, θ̂+) 6= P̂(rs)(X = x|Y = y+, θ̂
(rs)
+ ). We perform

this comparison in the upcoming Sections 6.2 and 6.3.
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6.2 Naive Bayes comparisons on low-dimensional Gaussian data

In this section, we will provide some simple examples of classifying low-dimensional data with a
Gaussian naive Bayes classifier to support the theory presented in Section 5.3.

We use f1-measure, a natural evaluation metric in information retrieval for high-dimensional
datasets, as our evaluation metric. F1-measure is the harmonic mean of two other evaluation met-
rics, precision and recall. Precision = nt p/(nt p +n f p) and recall = nt p/(nt p +n f n), where nt p is the
number of true positives, n f p is the number of false positives, and n f n is the number of false nega-
tives. F1-measure ranges from 0 to 1, with 1 being the best possible f1-measure achievable on the
test set. F1-measure has some additional advantages over traditional ROC and AUC metrics when
interpreting our experiments, as discussed in Section 6.2.2. In order to keep our results consistent,
we use f1-measure for both the low-dimensional and high-dimensional experiments.

To illustrate that there is minimal benefit in using either random oversampling, generative over-
sampling, or cost-sensitive learning when a Gaussian naive Bayes classifier is used, we present two
sets of experiments.

6.2.1 Gaussian naive Bayes on artificial, low-dimensional data
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(c) BER=0.3

Fig. 1 Results on artificial Gaussian data for naive Bayes

The first set of experiments utilizes an artificially generated dataset consisting of two classes
drawn from two 1-d Gaussians with true variance equal to 1. The location of the means of the two
Gaussians is controlled such that a specific optimal Bayes error rate could potentially be achieved
if the points in the test data were sampled equally from the two distributions (the Bayes error rate is
defined as the lowest theoretical error rate achievable if we knew the true values of the parameters
in our mixture of Gaussians [5]). We vary the optimal Bayes error rate (denoted as BER in Fig. 1)
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between 0.1 and 0.3. In order to introduce imbalance, 90% of the training set consists of points
in the negative class and 10% of the training set consists of points in the positive class. In our
experiments, we varied the amount of training data between 100 and 300 points, but found that
the results were consistent regardless of how much training data was used; here, we present results
where there are 100 training points. The test set consists of 1000 points with the same priors as the
training set. We average our results over 100 trials, where each trial includes creating a completely
new data set.

When resampling, one has control over the value of the estimated priors P̂(rs)(Y = y+) and
P̂(rs)(Y = y−). Since P̂(rs)(Y = y+)+ P̂(rs)(Y = y−) = 1, controlling P̂(rs)(Y = y+) is sufficient to
control both P̂(rs)(Y = y+) and P̂(rs)(Y = y−). In our experiments, we vary P̂(rs)(Y = y+) between
the prior estimated without resampling P̂(Y = y+) = 10% and a maximum possible value of 75%.
Note that when P̂(rs)(Y = y+) = P̂(Y = y+), no actual resampling has been performed (this corre-
sponds to the left-most point on each graph plotting f1-measure where all performance curves con-
verge). When running cost-sensitive learning, we control the misclassification costs c− and c+. In
order to directly compare cost-sensitive learning against results for resampling, we use the term “ef-
fective minority class prior” in our graphs. That is, a particular value of the effective minority class
prior means that: (1) when resampling is used, the resampled prior P̂(rs)(Y = y+) is equal to the

effective minority class prior, and (2) when cost-sensitive learning is used, c−
c+

= P̂(rs)(Y=y−)P̂(Y=y+)

P̂(rs)(Y=y+)P̂(Y=y−)
,

where P̂(rs)(Y = y+) is equal to the effective minority class prior. In interpreting our results, we
simply look at our results on the test set across a range of resampling rates. Choosing a resampling
rate that yields optimal performance is an unsolved problem. That is, there is no closed form solu-
tion for determing the appropriate effective minority class prior to maximize a particular evaluation
metric, so this becomes a model selection problem.

In Fig. 1, we plot the f1-measure versus different effective minority class priors for Gaus-
sian naive Bayes after random oversampling, Gaussian naive Bayes after generative oversampling,
Gaussian naive Bayes after SMOTE, and cost-sensitive naive Bayes. Interestingly, regardless of
the separability of the two Gaussian distributions, the curves have similar characteristics. In partic-
ular, the best possible f1-measure obtained by each is almost exactly the same. That is, in practice,
random oversampling, generative oversampling, and SMOTE seem to have little effect on Gaus-
sian naive Bayes that cannot be accomplished via cost-sensitive learning. This supports the theory
presented in Section 5.3, which shows that, in expectation, the value of the sample mean estimated
after random oversampling, generative oversampling, or cost-sensitive learning (which uses the
original set of points) is equivalent.

6.2.2 A note on ROC and AUC

Figure 2 contains ROC curves and values for AUC for the same set of experiments presented in
Fig. 1 where BER=0.3. When evaluating results on imbalanced datasets, ROC and AUC are of-
ten very useful. However, ROC and AUC can hide the effect that different resampling rates have
on the classifier. To fully examine the effect of resampling rate using ROC curves would require
an unwieldy number of curves per graph, since each resampling rate for each method being used
would require a separate ROC curve. Figure 2, which seems to contain only a single ROC curve,
is an exception since, as theory predicts, each ROC curve produced by each resampling method
and cost-sensitive Gaussian naive Bayes is essentially the same (thus retraced multiple times in
the figure). Another problem is that to create a ROC curve, one uses several different thresholds
for each point on the curve; cost-sensitive naive Bayes also uses different thresholds to produce
results using different costs. Thus, the differences in performance across different costs are hid-
den on a single ROC curve for this type of classifier. AUC, which is based on ROC, aggregates
results over several thresholds. Thus, the AUC for cost-sensitive naive Bayes will always be about
the same (sans statistical variation in the training/test sets) regardless of the cost used, and is not
particularly interesting. In fact, this is exactly what we see in Fig. 2, where the AUC remains
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(a) Example ROC curves for artificial data
(BER=0.3)

(b) Example AUC curves for artificial data
(BER=0.3)

Fig. 2 Example results using AUC and ROC as evaluation metrics; note that, using these evaluation
metrics, it is difficult to determine whether the effective minority class prior has any effect on how
well the classifier performs.

essentially constant regardless of the effective minority class prior. The results in Fig. 2 can be
extremely misleading, because it may lead one to conclude that different cost parameters or resam-
pling rates have no effect on how well a classifier performs. In comparison, using f1-measure to
plot un-integrated results corresponding to specific resampling rates and costs, clearly shows the
importance of choosing an appropriate resampling rate or cost.

6.2.3 Gaussian naive Bayes on real, low-dimensional data

To complement the experiments on Gaussian naive Bayes on artificial data, we also present some
results on low-dimensional datasets from the UCI dataset repository to verify generalizations of
the findings on real data. We have selected six datasets: pima indian, wine, breast cancer wiscon-
sin diagnostic (wdbc), breast cancer wisconsin prognostic (wpbc)1, page-blocks (using “non-text”
versus “rest” as our binary class problem), and ionosphere. The features of all of the dimensions
for wine and breast cancer wisconsin diagnostic (wdbc) pass the Kolmogorov-Smirnov test for
normality for a p-value of 0.05; most of the features of the breast cancer wisconsin prognostic
(wpbc) dataset also pass the Kolmogorov-Smirnov test for normality. In contrast, the majority of
the features of the remaining datasets did not. We use both features that passed and did not pass
the Kolmogorov-Smirnov test in our experiments, so the assumption that Gaussians can be used to
model the various datasets does not hold very well on some of the datasets.

Our results are shown in Fig. 3. The results of these experiments support the same conclusion
as before: there is little advantage to using either random oversampling, generative oversampling,
or cost-sensitive learning when using Gaussian naive Bayes. For the sake of comparison, SMOTE
is included in these datasets as well. While SMOTE has been shown to work well with other
classifiers [4], it performs similarly to the other techniques when using Gaussian naive Bayes.
Thus, given that it is much easier to use cost-sensitive learning instead of resampling and that there
is no empirical advantage of using resampling, it is preferable to simply use a cost-sensitive version
of naive Bayes when Gaussian distributions are used to model the data.

1 Note that the two breast cancer datasets are separate datasets in the UCI dataset repository, and
not the same dataset used for two different tasks in our experiments.
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(c) breast cancer wisconsin diagnostic (wdbc) (d) breast cancer wisconsin prognostic (wpbc)
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(e) page-blocks (non-text vs. rest) (f) ionosphere

Fig. 3 Results on real datasets from UCI dataset repository using gaussian naive Bayes

6.3 Multinomial Naive Bayes

In this section and the next, we examine the empirical effect of resampling on high-dimensional
data. In particular, we will use text classification as an example domain. We first examine the effect
of random and generative oversampling on multinomial naive Bayes [17], a classifier often used
for text classification. Our experiments on text classification are more extensive than the experi-
ments on low-dimensional data for two primary reasons: 1) additional results more fully illustrate
the empirical differences between the different resampling methods, and 2) empirical studies com-
paring resampling methods and/or cost-sensitive learning typically focus on low-dimensional data,
so there are less published results available for high-dimensional data.

We compare the effect of random oversampling, generative oversampling, and cost-sensitive
learning on multinomial naive Bayes using six text datasets drawn from different sources. The text
datasets come from several past studies in information retrieval including TREC (http://trec.nist.gov),
OHSUMED [8], and WebAce [7]. The datasets from TREC are all newspaper stories from either
the LA Times (la12 dataset) or San Jose Mercury (hitech, reviews, sports datasets) classified into
different topics. The ohscal dataset contains text related to medicine, while the k1b dataset con-
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(a) hitech dataset (b) k1b dataset
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(c) la12 dataset (d) ohscal dataset
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(e) reviews dataset (f) sports dataset

Fig. 4 Results on text datasets using multinomial naive Bayes

tains documents from the Yahoo! subject hierarchy. All six of these datasets were included in the
CLUTO toolkit [11].2

All text datasets were converted into a standard bag of words model. In addition, we used
TFIDF weighting and normalized each document vector with the L2 norm after resampling3 (see
[22] for a discussion of TFIDF weighting and other common preprocessing tasks in text classifica-
tion). Finally, we created several two-class problems based on our text datasets. For each dataset,
we chose the smallest class in each dataset as the minority class, and aggregated all other classes
to form the majority class.

For each dataset, we create ten different training and test splits by randomly selecting 50%
of the data using stratified sampling as the training set and the rest as the test set. We again use
f1-measure as our evaluation metric, and results are averaged over the ten training/test splits.

2 We use the datasets available at http://www.ideal.ece.utexas.edu/data/docdata.tar.gz, which have
some additional preprocessing as described in [28].
3 Note that the order in which one applies TFIDF weighting, normalization, and resampling appears
to be important in terms of generating good classification performance; further analysis is required
to determine the reasons for this.
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As in the experiments with Gaussian data, we control the effective minority class prior either
through resampling or cost-sensitive learning. Again, we vary the effective minority class prior
between the prior estimated without resampling P̂(Y = y+) and 70% (note that the prior before
resampling varies for each dataset, but is always less than 10%).

Details about these datasets are given in Table I, including the number of minority class points
in the data and the “natural” value of the minority class prior in the dataset.

Table 1 Dataset characteristics

Dataset Num min class pts Min class prior

hitech 116 0.0504
k1b 60 0.0256
la12 521 0.0830
ohscal 709 0.0635
reviews 137 0.0337
sports 122 0.0142

The results of our experiments on multinomial naive Bayes are shown in Fig. 4. The results
indicate that resampling improves the resulting f1-measure when compared to classification with-
out resampling (i.e., the left-most point in each graph). The results also indicate that there is a
significant difference between the best possible f1-measure obtained from resampling (across all
resampling rates) and the best possible f1-measure obtained through cost-sensitive learning (across
all tested costs). In particular, the best possible f1-measure obtained after oversampling (regardless
of which oversampling method we tested) is always better than cost-sensitive learning. In some
cases, this value is much higher than the best possible f1-measure obtained via cost-sensitive learn-
ing.

Both random oversampling, generative oversampling,4 and SMOTE produce comparable f1-
measure curves. These results indicate that, in practice, one can produce a classifier with better
performance by oversampling instead of adjusting the decision boundary using cost-sensitive learn-
ing.

6.4 SVMs

In this section, we empirically test the effect of resampling on linear SVMs in the domain of
text classification and compare performance against cost-sensitive SVMs.5 In our experiments,
we use an SVM with a linear kernel, which has been shown to work well in text classification
[25]. Specifically, we use the SVM-light implementation by Joachims [10]. Note that, for SVMs,
there is an additional parameter used to control the trade-off between the margin and training
errors. In SVM-light this is the parameter C.6 Adjusting C can affect the location of the separating

4 Here, we use generative oversampling as described in the Appendix where θ̂ (i.e., without smooth-
ing during parameter estimation) is used instead of θ̃ to generate points; we will see in Section 6.4
why this distinction is important.
5 All SVM results presented use generative oversampling for multinomials with smoothing during
parameter estimation (θ̃) except for Fig. 7, where we present results for generative oversampling
with both θ̃ and θ̂. Generative oversampling for multinomials without smoothing (i.e., when θ̂ is
used when estimating the parameters for generative oversampling) performs poorly for SVMs as
shown at the end of this section.
6 Not to be confused with a cost matrix C.
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(c) la12 dataset (d) ohscal dataset
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(e) reviews dataset (f) sports dataset

Fig. 5 Results on text datasets using SVMs without tuning C

hyperplane. In SVM-light, one can either specify C or use a default value of C estimated from the
data. We run experiments using both settings, and the results are presented separately in Fig. 5 and
Fig. 6.

Figure 5 plots our results comparing generative oversampling, random oversampling, SMOTE,
random undersampling, and cost-sensitive SVMs on each of the six datasets when all default pa-
rameters for linear SVMs are used. The plots show f1-measure as a function of effective minority
class prior, as presented for the naive Bayes results.

Figure 6 shows the results when the tradeoff C between margin size and number of training
errors is tuned via a validation set. When specifying C, we perform a search for the best value of C

by using a validation set; we further split each training set into a smaller training set (70% of initial
training set) and validation set (the remaining 30% of the training set) and search for the best value
of C between 2−6 and 26. Note that this tuning is done separately for every experiment (i.e., once
for every combination of dataset, training set split, resampled minority class prior, and resampling
method).

In both sets of experiments, generative oversampling performs well compared to random over-
sampling, SMOTE, random undersampling, and cost-sensitive SVMs. Generative resampling also
shows robustness to the choice of the minority class prior (i.e., its performance does not vary sig-
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(a) hitech dataset (b) k1b dataset
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(c) la12 dataset (d) ohscal dataset
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(e) reviews dataset (f) sports dataset

Fig. 6 Results on text datasets using SVMs while tuning C

nificantly across resampling rates), which may be otherwise difficult to optimize, in practice. In
contrast, SMOTE and random oversampling often cannot improve over using the natural prior (i.e.,
no resampling), particularly when C is tuned. Results with random undersampling depend heavily
on choosing the minority class training prior. In all six of our datasets, there is a very clear degra-
dation in f1-measure for random undersampling when the minority class training prior is either
too low or too high regardless of whether C is tuned. Cost-sensitive SVMs perform quite well and
are as robust to choice of cost parameter as generative oversampling is to choosing how much to
resample, but on average, generative oversampling produces a higher f1-measure.

If one runs SVMs with resampled points created via generative oversampling with Laplace
smoothing during parameter estimation (i.e., if one uses θ̃), then generative oversampling poten-
tially increases the size of the convex hull surrounding the minority class by producing artificial
data points that occur both inside and outside of the original convex hull inscribing the minority
class points in the training set. Figure 7 contains averaged results where we compare generative
oversampling on SVMs using either θ̃ or θ̂ (i.e., generative oversampling with and without Laplace
smoothing). As one can see, the results when using θ̂ are much worse. When θ̂ is used, generative
oversampling no longer effectively creates points outside of the original convex hull. Thus, genera-
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Fig. 7 Average results on text datasets for multinomial naive Bayes and SVMs (where C is tuned)
after running generative oversampling with different levels of smoothing
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(a) averaged mult. NB results (b) averaged SVM results

Fig. 8 Average results on text datasets for multinomial naive Bayes and SVMs (where C is tuned)

tive oversampling with θ̃ complements the SVMs well by increasing the size of the minority class
convex hull.

Note that, in our multinomial naive Bayes experiments, we found that using θ̂ was always
empirically superior to using θ̃, while for SVMs, we found that using θ̃ resulted in better empirical
performance (see Fig. 7 for graphs of each case). That is, even the same resampling method in the
same problem domain interacts very differently with different classifiers.

Finally, we observe that all of the results that work well with SVMs move the separating hy-
perplane in some fashion, either by 1) changing the shape of the convex hulls inscribing either the
minority class (generative oversampling) or majority class (random undersampling) or 2) changing
the location of the separating hyperplane by controlling the tradeoff between margin and number
of empirical mistakes in the training set (tuning the parameter C or using cost-sensitive SVMs).
Our analysis supports the conclusion that random oversampling and SMOTE, which work well for
the multinomial naive Bayes classifier, have minimal effect on SVMs since neither are effective at
changing the shape of the minority class convex hull. In fact, if one tunes the parameter C, then
neither random oversampling nor SMOTE are useful.

6.5 Discussion

In summary, we have presented experiments which can be divided into two cases: in the first case,
there is no advantage to performing resampling as opposed to simply performing cost-sensitive
learning. Examples of this were presented for artificial and real low-dimensional datasets for a
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Gaussian naive Bayes classifier. In the second case, there is a clear difference in performing resam-
pling as opposed to cost-sensitive learning due to various effects caused by the resampling methods.
Several examples of this effect were presented using multinomial naive Bayes and linear SVMs on
high-dimensional text datasets. Empirically, we showed that, for both naive Bayes and SVMs on
text classification, resampling resulted in a better classifier than cost-sensitive learning.

Averaged results for the text datasets used in this paper are presented in Fig. 8. When trying to
achieve the optimal f1-measure on these text datasets, Fig. 8 shows that the best approach is to use
linear SVMs with generative oversampling.

Our results support the conclusion that the best resampling method (or whether cost-sensitive
learning outperforms resampling) is dependent on the dataset and classifier being used. This has
been seen empirically in other papers such as [9]. Our analysis provides some insight for why these
differences occur.

7 Conclusion

In this paper, we have analyzed the relationship between resampling and cost-sensitive learn-
ing. In particular, we examine the effect of random and generative oversampling versus cost-
sensitive learning from a theoretical perspective using Bayesian classifiers. The theoretical anal-
ysis is supported by empirical results, where we briefly examined the effect of resampling on low-
dimensional data and included a much more extensive treatment of resampling versus cost-sensitive
learning on high-dimensional text datasets using multinomial naive Bayes and linear SVMs.

Results vary depending on the dataset and the classifier used. In particular, for low-dimensional
datasets where a Gaussian distribution is appropriate to model the classes, there seems to be no ad-
vantage to using resampling. Theoretically, resampling results in the same expected sample mean
but with greater variance. Empirically, there is no benefit to resampling over cost-sensitive learn-
ing when used with a Gaussian naive Bayes classifier. In practice, this means that resampling is
unnecessary if Gaussian naive Bayes is used; a cost-sensitive classifier that performs just as well
can easily be trained without the overhead of resampling. When applying multinomial naive Bayes
to text datasets, resampling results in changed class priors as well as different estimates of the
parameters of the multinomial distribution modeling the resampled class. In this case, any of the
oversampling methods tested result empirically in better classification of the minority class. Finally,
when classifying imbalanced text datasets using an SVM classifier, we see that using generative
oversampling, which helps to expand the convex hull of the minority class, can lead to consis-
tently good performance. In particular, the best overall performance when classifying text datasets,
regardless of classifier or method of resampling/incorporating costs, is generative oversampling
coupled with SVMs.

Two of the most important results described in this paper are as follows. First, while there is
a theoretical equivalence between cost-sensitive learning and resampling under certain assump-
tions, these assumptions are often broken in practice. For example, all of the experiments on high-
dimensional text datasets (for both naive Bayes and SVMs) break these assumptions, leading to
an observed empirical difference between cost-sensitive and resampling methods. We also show
that there is no resampling method that is always best. We give analytical and empirical results
supporting why different resampling methods interact differently with certain classifiers on certain
types of data.

Both of these results help explain why there are often differences between cost-sensitive learn-
ing and resampling methods in empirical studies such as [24]. Several areas of future work remain
to explore other differences and further explain effects observed herein.
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8 Appendix

In this section, we will derive some of the equations found in the paper, particularly those in
sections 5.3 and 5.4.

8.1 Gaussian random oversampling

Let the set of n points in the positive class be denoted as X1, . . ., Xn. These points are a random
sample from a normal distribution with true mean µ and true variance σ2. Let us now consider

a random sample X
(r)
1 , . . . ,X

(r)
m produced through random oversampling. Thus, each X

(r)
j equals

some XK j
, where K1, . . . ,Km are iid uniformly distributed random variables over the discrete set

{1, . . . ,n}. The sample mean, X̄ (r), of only the randomly resampled data is an unbiased estimator
of the true mean, since

E[X̄ (r)] =
1

m

m

∑
j=1

E[X
(r)
j ] =

1

m

m

∑
j=1

n

∑
i=1

E[XK j
|K j = i]P[K j = i] =

1

m

m

∑
j=1

n

∑
i=1

µ
1

n
= µ, (18)

noting that E[XK j
|K j = i] = E[Xi] = µ for all i and j. It follows that the sample mean, X̄

(r)
∗ , of the

pooled sample, X1, . . . ,Xn,X
(r)
1 , . . . ,X

(r)
m , is also unbiased, since

E[X̄
(r)
∗ ] =

E[nX̄ +mX̄ (r)]

n+m
=

nE[X̄ ]+mE[X̄ (r)]

n+m
= µ. (19)

The variance of the sample mean for only the resampled data is determined as follows. First,
note that

Var[X̄ (r)] =
1

m2
Var

[
m

∑
j=1

X
(r)
j

]
=

1

m2

[
m

∑
j=1

Var[X
(r)
j ]+ ∑

j 6= j′
Cov[X

(r)
j ,X

(r)
j′ ]

]
(20)

Now, the variance of an individual sample is
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Var[X
(r)
j ] =

n

∑
i=1

Var[XK j
|K j = i]P[K j = i] =

n

∑
i=1

Var[Xi]
1

n
= σ2, (21)

while the covariance between different samples is

Cov[X
(r)
j ,X

(r)
j′ ] = ∑

i,i′
Cov[XK j

,XK j′ |K j = i,K j′ = i′]P[K j = i,K j′ = i′] = ∑
i,i′

σ2 δi,i′

n2
=

σ2

n
. (22)

Thus,

Var[X̄ (r)] =
1

m2

[
mσ2 +m(m−1)

σ2

n

]
=

(
1+

n−1

m

)
σ2

n
, (23)

and we note that the variance is larger than that for the original sample (i.e., Var[X̄ ] = σ2/n).
If the data is pooled, the variance of the sample mean becomes

Var[X̄
(r)
∗ ] =

Var
[
nX̄ +mX̄ (r)

]

(n+m)2
=

n2Var[X̄ ]+m2Var[X̄ ]+2Cov[nX̄ ,mX̄ (r)]

(n+m)2
, (24)

where

Cov[nX̄n,mX̄
(r)
m ] =

n

∑
i=1

m

∑
j=1

n

∑
i′=1

Cov[Xi,XK j
|K j = i′]P[K j = i′] =

n

∑
i=1

m

∑
j=1

n

∑
i′=1

σ2δi,i′

n
= mσ2. (25)

Thus, we find

Var[X̄
(r)
∗ ] =

[
1+

m(n−1)

(n+m)2

]
σ2

n
, (26)

which is larger than Var[X̄ ] but smaller than Var[X̄ (r)].

8.2 Gaussian generative oversampling

Now consider points obtained by generative oversampling, wherein

X
(g)
j = X̄ + sZ j, (27)

where X
(g)
j is the jth point created by generative oversampling, s is the original sample standard

deviation, and Z1, . . . ,Zm are iid N(0,1) and independent of X1, . . . ,Xn as well. For each resampled
data point, the expected value is

E[X
(g)
j ] = E[X̄ ]+E[s]E[Z j] = µ+σ

√
2

n−1

Γ(n/2)

Γ((n−1)/2)
·0 = µ, (28)

while the variance is given by
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Var[X
(g)
j ] = Var[X̄ ]+Var[sZ j]+2Cov[X̄ ,sZ j]

=
σ2

n
+E[(sZ j)

2]+2E[(X̄ −µ)sZ j]

=
σ2

n
+E[s2]E[Z2

j ]+2E[(X̄ −µ)s]E[Z j]

=

(
1+

1

n

)
σ2.

(29)

Furthermore, the pair-wise covariance is

Cov[X
(g)
j ,X

(g)
j′ ] = E[(X̄ + sZ j −µ)(X̄ + sZ j′ −µ)]

= E[(X̄ −µ)2]+E[(X̄ −µ)s]
(
E[Z j]+E[Z j′ ]

)
+E[s2]E[Z jZ j′ ]

=

(
δ j, j′ +

1

n

)
σ2

(30)

The sample mean, X̄ (g), of the generatively resampled data is therefore unbiased, since

E[X̄ (g)] =
1

m

m

∑
j=1

E[X
(g)
j ] = µ. (31)

The variance of the sample mean may be computed as follows.

Var[X̄ (g)] =
1

m2

[

∑
j

Var[X
(g)
j ]+ ∑

j 6= j′
Cov[X

(g)
j ,X

(g)
j′ ]

]
=
(

1+
n

m

) σ2

n
. (32)

Like the randomly resampled case, the variance of the sample mean is larger than that for the
original sample.

Pooling the data leaves the sample mean, X̄
(g)
∗ , unbiased. The variance of this estimator is

determined as follows. First, note that

Var[X̄
(g)
∗ ] =

n2Var[X̄ ]+m2Var[X̄ (g)]+2Cov[nX̄ ,mX̄ (g)]

(n+m)2
(33)

where

Cov[nX̄ ,mX̄ (g)] =
n

∑
i=1

m

∑
j=1

Cov[Xi,X
(g)
j ] (34)

and

Cov[Xi,X
(g)
j ] = Cov[Xi, X̄ + sZ j] = Cov[Xi, X̄ ]+Cov[Xi,sZ j]. (35)

Now, note that

Cov[Xi, X̄ ] =
1

n

n

∑
k=1

Cov[Xi,Xk] =
1

n

n

∑
k=1

σ2δi,k =
σ2

n
(36)

and
Cov[Xi,sZ j] = E[(Xi −µ)sZ j] = E[(Xi −µ)s]E[Z j] = 0. (37)

Thus, Cov[Xi,X
(g)
j ] = σ2/n, which implies Cov[nX̄n,mX̄

(g)
m ] = mσ2. This, in turn, implies

Var[X̄
(g)
∗ ] =

[
1+

mn

(n+m)2

]
σ2

n
. (38)
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As in the randomly resampled case, the variance of the sample mean is larger than that of the
original sample.

8.3 Multinomial random oversampling

Let X1, . . . ,Xn be a random sample from a discrete distribution with values 1, . . . ,d and correspond-
ing probabilities θ1, . . . ,θd .7 Let Fk denote the number of samples attaining the value k ∈{1, . . . ,d};
i.e.,

Fk =
n

∑
i=1

δk(Xi), (39)

where δk(x) = 1 if x = k and is zero otherwise. The random variables F1, . . . ,Fd then follow a multi-
nomial distribution. The maximum likelihood estimator (MLE) θ̂k = Fk/n is unbiased for θk and
has variance θk(1−θk)/n. With Laplace smoothing (a standard practice when using multinomials
for problems like text mining), the estimator becomes

θ̃k =
Fk +1

∑d
k′=1(Fk′ +1)

=
nθ̂k +1

n+d
, (40)

where we have used the fact that F1 + · · ·+Fd = n almost surely. The smoothed estimator is biased,
having E[θ̃k] = (nθk +1)/(n+d), but has a smaller variance, Var[θ̃] = nθk(1−θk)/(n+d)2.

Now consider a randomly resampled data set X
(r)
1 , . . . ,X

(r)
m , for which each X

(r)
j is drawn uni-

formly and independently from the original sample. The number of resampled data points with

value k will correspondingly be denoted F
(r)
k . For the estimator θ̂

(r)
k = F

(r)
k /m we find

E[F
(r)
k ] =

m

∑
j=1

E[δk(X
(r)
j )] =

m

∑
j=1

n

∑
i=1

P[X
(r)
j = k|X (r)

j = xi]P[X
(r)
j = xi] = mθk, (41)

since P[X
(r)
j = k|X (r)

j = xi] = θk and P[X
(r)
j = xi] = 1/n. For the variance, first note that

Var[F
(r)
k ] =

m

∑
j=1

Var[δk(X
(r)
j )]+ ∑

j 6= j′
Cov[δk(X

(r)
j ),δk(X

(r)
j′ )]. (42)

Now,

Var[δk(X
(r)
j )] =

n

∑
i=1

Var[δk(X
(r)
j )|X (r)

j = xi]
1

n
= θk(1−θk) (43)

and

Cov[δk(X
(r)
j ),δk(X

(r)
j′ )] =

n

∑
i=1

n

∑
i′=1

Cov[δk(X
(r)
j ),δk(X

(r)
j′ )]|X (r)

j = xi,X
(r)
j′ = xi′ ]

1

n2

=
1

n2 ∑
i

Cov[δk(Xi),δk(Xi′)] =
θk(1−θk)

n
.

(44)

7 In the case of text mining, each Xi would correspond to a single word in the positive class and
not a single document; in our analysis, the notation is much more straightforward if one looks at
individual features instead of “blocks” of features that make up a datapoint (e.g., “blocks” of words
making up a document); in addition, from the standpoint of parameter estimation, which document
the word falls into does not matter.
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Combining these results, we find

Var[θ̂
(r)
k ] =

(
1+

n−1

m

)
θk(1−θk)

n
. (45)

For the pooled sample X1, . . . ,Xn,X
(r)
1 , . . . ,X

(r)
m , the MLE of θ is (Fk + F

(r)
k )/(n + m). Clearly,

this estimator is unbiased. For the variance, note that

Var
[
Fk +F

(r)
k

]
= Var[Fk]+Var[F

(r)
k ]+2Cov[Fk,F

(r)
k ]. (46)

Now, the covariance is

Cov[Fk,F
(r)
k ] =

n

∑
i=1

m

∑
j=1

Cov[δk(Xi),δk(X
(r)
j )]

= ∑
i, j

n

∑
i′=1

Cov[δk(Xi),δk(X
(r)
j )|X (r)

j = xi′ ]
1

n

=
1

n
∑
i,i′, j

Cov[δk(Xi),δk(Xi′)] = mθk(1−θk).

(47)

After some simplification, we find that

Var

[
Fk +F

(r)
k

n+m

]
=

[
1+

m(n−1)

(n+m)2

]
θk(1−θk)

n
. (48)

With Laplace smoothing, we have

E

[
Fk +F

(r)
k +1

n+m+d

]
=

(n+m)θk +1

n+m+d
(49)

and

Var

[
Fk +F

(r)
k +1

n+m+d

]
=

[
1+

m(n−2d −1)−d(2n+d)

(n+m+d)2

]
θk(1−θk)

n
. (50)

Thus, provided m < d(2n + d)/(n− 2d − 1), the variance of the pooled, smoothed estimates will
be smaller than that of the original sample, although the estimates themselves will be biased.

8.4 Multinomial generative oversampling

In generative oversampling, we use the probabilities estimated from X1, . . . ,Xn to generate a ran-

dom sample X
(g)
1 , . . . ,X

(g)
m using the estimated parameters θ̂1, . . . , θ̂d . The resampled data give un-

biased estimates of the true parameters, since

E[F
(g)
k ] =

m

∑
j=1

E[δk(X
(g)
j )] =

m

∑
j=1

P[X
(g)
j = k] (51)

but
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P[X
(g)
j = k] = ∑

X1,...,Xn

P[X
(g)
j = k|X1 = x1, . . . ,Xn = xn]P[X1 = x1, . . . ,Xn = xn]

= ∑
X1,...,Xn

θ̂kP[X1 = x1, . . . ,Xn = xn] = θk.
(52)

For the variance, note that

Var[F(g)] =
m

∑
j=1

Var[δk(X
(g)
j )]+ ∑

j 6= j′
Cov[δk(X

(g)
j ),δ(X

(g)
j′ )]. (53)

Now,

Var[δk(X
(g)
j )] = E[δk(X

(g)
j )2]−E[δk(X

(g)
j )]2 = P[X

(g)
j = k]−P[X

(g)
j = k]2 = θk(1−θk) (54)

and
Cov[δk(X

(g)
j ),δ(X

(g)
j′ )] = P[X

(g)
j = k,X

(g)
j′ = k]−θ2

k . (55)

The joint probability, for j 6= j′, is

P[X
(g)
j = k,X

(g)
j′ = k] = ∑

X1,...,Xn

θ̂2
kP[X1 = x1, . . . ,Xn = xn] =

θk(1−θk)

n
+θ2

k . (56)

Thus,

Var[ f (g)] = mθk(1−θk)+m(m−1)
θk(1−θk)

n
, (57)

from which we readily deduce that

Var[θ̂
(g)
k ] =

(
1+

n−1

m

)
θk(1−θk)

n
. (58)

For the pooled sample X1, . . . ,Xn,X
(g)
1 , . . . ,X

(g)
m we again have an unbiased estimator. The vari-

ance is given by

Var[Fk +F
(g)
k ] = Var[Fk]+Var[F

(g)
k ]+2Cov[Fk,F

(g)
k ], (59)

where

Cov[Fk,F
(g)
k ] =

n

∑
i=1

m

∑
j=1

Cov[δk(Xi),δk(X
(g)
j )]

=
n

∑
i=1

m

∑
j=1

{
P[Xi = k,X

(g)
j = k]−P[Xi = k]P[X

(g)
j = k]

}
.

(60)

Now, the joint probability is found to be

P[Xi = k,X
(g)
j = k] = ∑

X1,...,Xn

P[Xi = k,X
(g)
j = k|X1 = x1, . . . ,Xn = xn]P[X1 = x1, . . . ,Xn = xn]

= ∑
X1,...,Xn

δk(Xi)θ̂kP[X1 = x1, . . . ,Xn = xn].

(61)

But

n

∑
i=1

P[Xi = k,X
(g)
j = k] = ∑

X1,...,Xn

nθ̂kθ̂kP[X1 = x1, . . . ,Xn = xn] = θk(1−θk)+nθ2
k , (62)

so
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Cov[Fk,F
(g)
k ] = mθk(1−θk). (63)

Combining these results, we find

Var[Fk +F
(g)
k ] = nθk(1−θk)+m2

(
1+

n−1

m

)
θk(1−θk)

n
+2mθk(1−θk), (64)

and, thus,

Var

[
Fk +F

(g)
k

n+m

]
=

[
1+

m(n−1)

(n+m)2

]
θk(1−θk)

n
. (65)

These results are identical to those of the random oversampling case.



The Impact of Small Disjuncts on Classifier
Learning

Gary M. Weiss

Abstract Many classifier induction systems express the induced classifier in terms of a disjunctive
description. Small disjuncts are those disjuncts that classify few training examples. These disjuncts
are interesting because they are known to have a much higher error rate than large disjuncts and
are responsible for many, if not most, of all classification errors. Previous research has investigated
this phenomenon by performing ad hoc analyses of a small number of data sets. In this article we
provide a much more systematic study of small disjuncts and analyze how they affect classifiers
induced from thirty real-world data sets. A new metric, error concentration, is used to show that
for these thirty data sets classification errors are often heavily concentrated toward the smaller
disjuncts. Various factors, including pruning, training-set size, noise and class imbalance are then
analyzed to determine how they affect small disjuncts and the distribution of errors across dis-
juncts. This analysis provides many insights into why some data sets are difficult to learn from
and also provides a better understanding of classifier learning in general. We believe that such an
understanding is critical to the development of improved classifier induction algorithms.

1 Introduction

It has long been observed that certain classification problems are quite difficult and that high lev-
els of classification performance are not achievable in these cases. In certain circumstances entire
classes of problems tend to be difficult, such as classification problems that deal with class imbal-
ance [18]. These problems have often been studied in detail and sometimes methods have even been
proposed for improving classification performance, but generally there is little explanation for why
these techniques work and the research instead relies on empirical evaluations of the methods. As
just one example, most of the research aimed at improving the performance of classifiers induced
from imbalanced data sets provides little or no justification for the methods. In this article we focus
on the role of small disjuncts in classifier learning and in so doing provide the terms and concepts
necessary to provide these justifications. Additionally, we provide a number of conclusions about
what makes classifier learning hard and under what circumstances.

Classifier induction programs often express the learned classifier as a disjunction. For exam-
ple, such systems often express the classifier as a decision tree or a rule set, in which case each
leaf in the decision tree or rule in the rule set correspond to a disjunct. The size of a disjunct is
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defined as the number of training examples that the disjunct correctly classifies [9]. A number of
empirical studies have shown that learned concepts include disjuncts that span a wide range of
disjunct sizes and that small disjuncts—those disjuncts that correctly classify only a few training
examples—collectively cover a significant percentage of the total test examples. These studies also
show that small disjuncts have a much higher error rate than large disjuncts, a phenomenon some-
times referred to as the “problem with small disjuncts” and that these small disjuncts collectively
contribute a significant portion of the total test errors.

One problem with past studies is that each study analyzes classifiers induced from only a few
data sets. In particular, Holte et al. [9] analyze two data sets, Ali and Pazzani [1] one data set,
Danyluk and Provost [8] one data set, Weiss [17] two data sets, Weiss and Hirsh [19] two data sets,
and Carvalho and Freitas [3] two data sets. Because of the small number of data sets analyzed, and
because there was no established way to measure the degree to which errors were concentrated
toward the small disjuncts, these studies were not able to quantify the problem with small dis-
juncts. This article addresses these concerns. First, a new metric, error concentration, is introduced
which quantifies, in a single number, the extent to which errors are concentrated toward the smaller
disjuncts. This metric is then used to measure the error concentration of the classifiers induced
from thirty data sets. Because we analyze a large number of data sets, we are able to draw general
conclusions about the role that small disjuncts play in classifier learning.

Small disjuncts are of interest because they are responsible for many—if not most—of the
errors that result when the induced classifier is applied to new (test) data. This in turn leads to
two reasons for studying small disjuncts. First, we hope that what we learn about small disjuncts
may enable us to build more effective classifier induction programs by addressing the problem
with small disjuncts. Specifically, such learners would improve the classification performance of
the examples covered by the small disjuncts without excessively degrading the accuracy of the
examples covered by the larger disjuncts, such that the overall performance of the classifier is
improved. Existing efforts to do just this, which are described in Sect. 9, have produced, at best,
only marginal improvements. A better understanding of small disjuncts and their role in learning
may be necessary before further advances are possible.

The second reason for studying small disjuncts is to provide a better understanding of small
disjuncts and, by extension, of classifier learning in general. Most of the research on small disjuncts
has not focused on this, which is the main focus of this article. Essentially, small disjuncts are used
as a lens through which to examine factors that are important to classifier learning, which is perhaps
the most common data mining method. Pruning, training-set size, noise, and class imbalance are
each analyzed to see how they affect small disjuncts and the distribution of errors throughout the
disjuncts—and, more generally, how this impacts classifier learning.

This article is organized as follows. In Sect. 2 we analyze the role of small disjuncts in classifier
learning and introduce relevant metrics and terminology. Sect. 3 then describes the methodology
used to conduct our experiments. Our experimental results and the analysis of these results are then
presented in the next five sections. We provide a general analysis of the impact that small disjuncts
have on learning in Sect. 4 and then, over the next four sections, we then analyze how each of
the following factors interact with small disjuncts during the learning process: pruning (Sect. 5),
training set size (Sect. 6), noise (Sect. 7) and class imbalance (Sect. 8). Related work is covered in
Sect. 9 and our conclusions and future work are discussed in Sect. 10.

2 An Example: The Vote Data Set

In order to illustrate the problem with small disjuncts, the performance of a classifier induced
by C4.5 [14] from the Vote data set is shown in Fig. 1. This figure shows how the correctly and
incorrectly classified test examples are distributed across the disjuncts in the induced classifier. The
overall test set error rate for the classifier is 6.9%.
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Fig. 1 Distribution of Examples for Vote Data Set

Each bar in the histogram in Fig. 1 covers ten sizes of disjuncts. The leftmost bin shows that
those disjuncts that correctly classify 0 – 9 training examples cover 9.5 test examples, of which 7.1
are classified correctly and 2.4 classified incorrectly (fractional values occur because the results are
averaged over 10 cross-validated runs). Fig. 1 clearly shows that the errors are concentrated toward
the smaller disjuncts. Analysis at a finer level of granularity shows that the errors are skewed
even more toward the small disjuncts—75% of the errors in the leftmost bin come from disjuncts
of size 0 and 1. One may also be interested in the distribution of disjuncts by disjunct size. The
classifier associated with Fig. 1 is made up of fifty disjuncts, of which forty-five are associated with
the leftmost bin (i.e. have a disjunct size less than 10). Note that disjuncts of size 0 were formed
because when the decision tree learner used to generate the classifier splits a node N using a feature
f , the split will branch on all possible values of f —even if a feature value does not occur within
the training data at N.

In order to more effectively show the extent to which errors are concentrated toward the small
disjuncts, we plot the percentage of total test errors versus the percentage of correctly classified
test examples contributed by a set of disjuncts. The curve in Fig. 2 is generated by starting with
the smallest disjunct from the classifier induced from the Vote data set and then progressively
adding larger disjuncts. This curve shows, for example, that disjuncts with size 0-4 cover 5.1% of
the correctly classified test examples but 73% of the total test errors. The line Y=X represents a
classifier in which classification errors are distributed uniformly across the disjuncts, independent
of the size of the disjunct. Since the “error concentration” curve in Fig. 2 falls above the line Y=X,
the errors produced by this classifier are more concentrated toward the smaller disjuncts than to the
larger disjuncts.

To make it easy to compare the degree to which errors are concentrated toward the smaller
disjuncts for different classifiers, we introduce the error concentration (EC) metric. The error con-
centration of a classifier is defined as the fraction of the total area above the line Y=X that falls
below its error concentration curve. Using this scheme, the higher the error concentration, the
more concentrated the errors are toward the smaller disjuncts. Error concentration may range from
a value of +1, which indicates that all test errors are contributed by the smallest disjuncts, before
even a single correctly classified test example is covered, to a value of –1, which indicates that all
test errors are contributed by the largest disjuncts, after all correctly classified test examples are
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Fig. 2 Error Concentration Curve for the Vote Data Set

covered. Based on previous research, which indicates that small disjuncts have higher error rates
than large disjuncts, one would expect the error concentration of most classifiers to be greater than
0. The error concentration for the classifier described in Fig. 2 is .848, indicating that the errors are
highly concentrated toward the small disjuncts.

3 Description of Experiments

The majority of results presented in this paper are based on an analysis of thirty data sets, of
which nineteen were obtained from the UCI repository [2] and eleven, identified, with a “+”, were
obtained from researchers at AT&T [6, 7]. These data sets are summarized in Table 1.

Numerous experiments are run on these data sets to assess the impact that small disjuncts have
on learning. The majority of the experimental results presented in this article are based on C4.5
[14], a popular program for inducing decision trees. C4.5 was modified by the author to collect a
variety of information related to disjunct size. Note that disjunct size is defined based on the number
of examples covered by the training data but, as is typical in data mining, the classification results
are measured based on the performance on the test data. Many experiments were repeated using
Ripper [6], a program for inducing rule sets, to ensure the generality of our results. Because Ripper
exports detailed information about the performance of individual rules, internal modifications to the
program were not required in order to track the statistics related to disjunct size. All experiments
for both learners employ ten-fold cross validation and all results are based on the averages over
these ten runs. Pruning tends to eliminate most small disjuncts and, for this reason, research on
small disjuncts generally disables pruning [8, 9, 17, 19]. If this were not done, then pruning would
mask the problem with small disjuncts. While this means that the analyzed classifiers are not the
same as the ones that would be generated using the learners in their standard configurations, these
results are nonetheless important, since the performance of the unpruned classifiers constrains the
performance of the pruned classifiers. However, in this article both unpruned and pruned classifiers
are analyzed, for both C4.5 and Ripper. This makes it possible to analyze the effect that pruning
has on small disjuncts and to evaluate pruning as a strategy for addressing the problem with small
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Table 1 Description of Thirty Data Sets

# Dataset Size # Dataset Size

1 adult 21,280 16 market1+ 3,180

2 bands 538 17 market2+ 11,000

3 blackjack+ 15,000 18 move+ 3,028

4 breast-wisc 699 19 network1+ 3,577

5 bridges 101 20 network2+ 3,826

6 coding 20,000 21 ocr+ 2,688

7 crx 690 22 promoters 106
8 german 1,000 23 sonar 208
9 heart-hungarian 293 24 soybean-large 682
10 hepatitis 155 25 splice-junction 3,175

11 horse-colic 300 26 ticket1+ 556
12 hypothyroid 3,771 27 ticket2+ 556
13 kr-vs-kp 3,196 28 ticket3+ 556
14 labor 57 29 vote 435
15 liver 345 30 weather+ 5,597

disjuncts. As the results for pruning in Sect. 5 will show, the problem with small disjuncts is still
evident after pruning, although to a lesser extent.

All results, other than those described in Sect. 5, are based on the use of C4.5 and Ripper with
their pruning strategies disabled. For C4.5, when pruning is disabled the –m 1 option is also used,
to ensure that C4.5 does not stop splitting a node before the node contains examples belonging to
a single class (the default is –m 2). Ripper is configured to produce unordered rules so that it does
not produce a single default rule to cover the majority class.

4 The Problem with Small Disjuncts

Previous research claims that errors tend to be concentrated most heavily in the smaller disjuncts
[1, 3, 8, 9, 15, 17, 19]. In this section we provide the most comprehensive analysis of this claim to
date, by measuring the degree to which errors are concentrated toward the smaller disjuncts for the
thirty data sets listed in Table 1, for classifiers induced by C4.5 and Ripper.

The experimental results for C4.5 and Ripper, in order of decreasing error concentration, are
displayed in Tables 2 and 3, respectively. In addition to specifying the error concentration, these
tables the error rate of the induced classifier, the size of the data set, and the size of the largest
disjunct in the induced classifier. They also specify the percentage of the total test errors that are
contributed by the smallest disjuncts that collectively cover 10% of the correctly classified test
examples and then the percentage of the total correctly classified examples that are covered by the
smallest disjuncts that collectively cover half of the total errors.

As an example of how to interpret the results in these tables, consider the entry for the kr-
vs-kp data set in Table 2. The error concentration for the classifier induced from this data set is
.874. Furthermore, the smallest disjuncts that collectively cover 10% of the correctly classified test
examples contribute 75% of the total test errors, while the smallest disjuncts that contribute half
of the total errors cover only 1.1% of the total correctly-classified examples. These measurements
provide a concrete indication of just how concentrated the errors are toward the smaller disjuncts.

The results for C4.5 and Ripper show that although the error concentration values are, as ex-
pected, almost always positive, the values vary widely, indicating that the induced classifiers suffer
from the problem of small disjuncts to varying degrees. The classifiers induced using Ripper have
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Table 2 Error Concentration Results for C4.5

EC

Rank

Dataset

Name

Error

Rate

Dataset

Size

Largest

Disjunct

% Errs at

10% correct

% Correct at

50% errors

Error

Conc.

1 kr-vs-kp 0.3 3,196 669 75.0 1.1 .874

2 hypothyroid 0.5 3,771 2,697 85.2 0.8 .852

3 vote 6.9 435 197 73.0 1.9 .848

4 splice-junction 5.8 3,175 287 76.5 4.0 .818

5 ticket2 5.8 556 319 76.1 2.7 .758

6 ticket1 2.2 556 366 54.8 4.4 .752

7 ticket3 3.6 556 339 60.5 4.6 .744

8 soybean-large 9.1 682 56 53.8 9.3 .742

9 breast-wisc 5.0 699 332 47.3 10.7 .662

10 ocr 2.2 2,688 1,186 52.1 8.9 .558

11 hepatitis 22.1 155 49 30.1 17.2 .508

12 horse-colic 16.3 300 75 31.5 18.2 .504

13 crx 19.0 690 58 32.4 14.3 .502

14 bridges 15.8 101 33 15.0 23.2 .452

15 heart-hungar. 24.5 293 69 31.7 21.9 .450

16 market1 23.6 3,180 181 29.7 21.1 .440

17 adult 16.3 21,280 1,441 28.7 21.8 .424

18 weather 33.2 5,597 151 25.6 22.4 .416

19 network2 23.9 3,826 618 31.2 24.2 .384

20 promoters 24.3 106 20 32.8 20.6 .376

21 network1 24.1 3,577 528 26.1 24.1 .358

22 german 31.7 1,000 56 17.8 29.4 .356

23 coding 25.5 20,000 195 22.5 30.9 .294

24 move 23.5 3,028 35 17.0 30.8 .284

25 sonar 28.4 208 50 15.9 32.9 .226

26 bands 29.0 538 50 65.2 54.1 .178

27 liver 34.5 345 44 13.7 40.3 .120

28 blackjack 27.8 15,000 1,989 18.6 39.3 .108

29 labor 20.7 57 19 33.7 49.1 .102

30 market2 46.3 11,000 264 10.3 45.5 .040

a slightly smaller average error concentration than those induced using C4.5 (.445 vs. .471), indi-
cating that the classifiers induced by Ripper have the errors spread slightly more uniformly across
the disjuncts. Overall, Ripper and C4.5 tend to generate classifiers with similar error concentration
values. This can be seen by comparing the EC rank in Table 3 for Ripper (column 1) with the EC
rank for C4.5 (column 2), which is displayed graphically in the scatter plot in Fig. 3, where each
point represents the error concentration for a single data set. Since the points in Fig. 3 are clustered
around the line Y=X, both learners tend to produce classifiers with similar error concentrations,
and hence tend to suffer from the problem with small disjuncts to similar degrees. The agreement
is especially close for the most interesting cases, where the error concentrations are large—the
largest ten error concentration values in Fig. 3, for both C4.5 and Ripper, are generated by the
same ten data sets.

With respect to classification accuracy, the two learners perform similarly, although C4.5 per-
forms slightly better (it outperforms Ripper on 18 of the 30 data sets, with an average error rate
of 18.4% vs. 19.0%). However, as will be shown in the next section, when pruning is used Ripper
slightly outperforms C4.5.

The results in Table 2 and Table 3 indicate that, for both C4.5 and Ripper, there is a relationship
between the error rate and error concentration of the induced classifiers. These results show that,
for the thirty data sets, when the induced classifier has an error rate less than 12%, then the error
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Table 3 Error Concentration Results for Ripper

EC

Rank

C4.5

Rank

Dataset

Name

Error

Rate

Dataset

Size

Largest

Disjunct

% Errs

10% correct

% Correct

50% Errs

Error

Conc.

1 2 hypothyroid 1.2 3,771 2,696 96.0 0.1 .898

2 1 kr-vs-kp 0.8 3,196 669 92.9 2.2 .840

3 6 ticket1 3.5 556 367 69.4 1.6 .802

4 7 ticket3 4.5 556 333 61.4 5.6 .790

5 5 ticket2 6.8 556 261 71.0 3.2 .782

6 3 vote 6.0 435 197 75.8 3.0 .756

7 4 splice-junction 6.1 3,175 422 62.3 7.9 .678

8 9 breast-wisc 5.3 699 355 68.0 3.6 .660

9 8 soybean-large 11.3 682 61 69.3 4.8 .638

10 10 ocr 2.6 2,688 804 50.5 10.0 .560

11 17 adult 19.7 21,280 1,488 36.9 15.0 .516

12 16 market1 25.0 3,180 243 32.2 16.9 .470

13 12 horse-colic 22.0 300 73 20.7 23.9 .444

14 13 crx 17.0 690 120 32.5 19.7 .424

15 15 heart-hungar. 23.9 293 67 25.8 24.8 .390

16 26 bands 21.9 538 62 25.6 29.2 .380

17 25 sonar 31.0 208 47 32.6 23.9 .376

18 23 coding 28.2 20,000 206 22.6 29.2 .374

19 18 weather 30.2 5,597 201 23.8 24.8 .356

20 24 move 32.1 3,028 45 25.9 25.6 .342

21 14 bridges 14.5 101 39 41.7 35.5 .334

22 20 promoters 19.8 106 24 20.0 20.0 .326

23 11 hepatitis 20.3 155 60 19.3 20.8 .302

24 22 german 30.8 1,000 99 12.1 35.0 .300

25 19 network2 23.1 3,826 77 25.6 22.9 .242

26 27 liver 34.0 345 28 28.2 32.0 .198

27 28 blackjack 30.2 15,000 1,427 12.3 42.3 .108

28 21 network1 23.4 3,577 79 18.9 46.0 .090

29 29 labor 24.5 57 21 0.0 18.3 -.006

30 30 market2 48.8 11,000 55 10.4 49.8 -.018

concentration is always greater than .50. Based on the error rate and error concentration values, the
induced classifiers seem to fit naturally into the following three categories:

1. High-EC/Moderate-ER data sets 1-10 for C4.5 and Ripper
2. Medium-EC/High-ER data sets 11-22 for C4.5; 11-24 for Ripper
3. Low-EC/High-ER data sets 23-30 for C4.5; 25-30 for Ripper

It is interesting to note that for those data sets in the High-EC/Moderate-ER category, the largest
disjunct generally covers a very large portion of the total training examples. As an example, con-
sider the hypothyroid data set. Of the 3,394 examples (90% of the total data) used for training,
nearly 2,700 of these examples, or 79%, are covered by the largest disjunct induced by C4.5 and
Ripper. To see that these large disjuncts are extremely accurate, consider the vote data set, which
falls within the same category. The distribution of errors for the vote data set was shown previously
in Fig. 1. The data used to generate this figure indicates that the largest disjunct, which covers 23%
of the total training examples, does not contribute a single error when used to classify the test data.
These observations lead us to speculate that concepts that can be learned well (i.e., have low error
rates) are often made up of very general cases that lead to highly accurate large disjunct—and there-
fore to classifiers with very high error concentrations. Concepts that are difficult to learn, on the
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Fig. 3 Comparison of C4.5 and Ripper Error Concentration Values

other hand, either are not made up of very general cases, or, due to limitations with the expressive
power of the learner, these general cases cannot be represented using large disjuncts. This leads
to classifiers without very large, highly accurate, disjuncts and with many small disjuncts. These
classifiers tend to have much smaller error concentrations.

5 The Effect of Pruning on Small Disjuncts

The results in the previous section, consistent with previous research on small disjuncts, were gen-
erated using C4.5 and Ripper with their pruning strategies disabled. Pruning is generally not used
when studying small disjuncts because of the belief that it disproportionately eliminates small dis-
juncts from the induced classifier and thereby obscures the very phenomenon we wish to study.
However, because pruning is employed by many learning systems, it is worthwhile to understand
how it affects small disjuncts and the distribution of errors across disjuncts—as well as how effec-
tive it is at addressing the problem with small disjuncts. In this section we investigate the effect of
pruning on the distribution of errors across the disjuncts in the induced classifier. We begin with an
illustrative example. Fig. 4 shows the distribution of errors for the classifier induced from the vote
data set using C4.5 with pruning. This distribution can be compared to the corresponding distribu-
tion in Fig. 1 that was generated using C4.5 without pruning, to show the effect that pruning has
on the distribution of errors.

A comparison of Fig. 4 with Fig. 1 shows that with pruning the errors are less concentrated in
the small disjuncts. This is also confirmed by the error concentration value, which is reduced from
.848 to .712. It is also apparent that with pruning far fewer examples are classified by disjuncts
with size 0-9 and 10-19. The underlying data indicates that without pruning the induced classifiers
typically (i.e., over the 10 runs) contain 48 disjuncts, of which 45 are of size 10 or less, while
with pruning only 10 disjuncts remain, of which 7 have size 10 or less. So, in this case pruning
eliminates 38 of the 45 disjuncts with size 10 or less. This confirms the assumption that pruning
eliminates many, if not most, small disjuncts. The emancipated examples—those that would have
been classified by the eliminated disjuncts—are now classified by larger disjuncts. It should be
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Fig. 4 Distribution of Examples with Pruning for the Vote Data Set

noted, however, that even with pruning the error concentration is still quite positive (.712), indicat-
ing that the errors still tend to be concentrated toward the small disjuncts. In this case pruning also
causes the overall error rate of the classifier to decrease from 6.9% to 5.3%.

The performance of the classifiers induced from the thirty data sets, using C4.5 and Ripper with
their default pruning strategies, is presented in Table 4 and Table 5, respectively. The induced clas-
sifiers are again placed into three categories, although in this case the patterns that were previously
observed are not nearly as evident. In particular, with pruning some classifiers continue to have low
error rates but no longer have large error concentrations (e.g., ocr, soybean-lg, and ticket3 for C4.5
only). In these cases pruning has caused the rarely occurring classification errors to be distributed
much more uniformly throughout the disjuncts.

The results in Table 4 and Table 5, when compared to the results in Table 2 and 3, show that
pruning tends to reduce the error concentration of most classifiers. This is shown graphically by the
scatter plot in Fig. 5. Since most of the points fall below the line Y=X, we conclude that for both
C4.5 and Ripper, pruning, as expected, tends to reduce error concentration. However, Fig. 5 makes
it clear that pruning has a more dramatic impact on the error concentration for classifiers induced
using Ripper than those induced using C4.5. Pruning causes the error concentration to decrease for
23 of the 30 data sets for C4.5 and for 26 of the 30 data sets for Ripper. More significant, how-
ever, is the magnitude of the changes in error concentration. On average, pruning causes the error
concentration for classifiers induced using C4.5 to drop from .471 to .375, while the correspond-
ing drop when using Ripper is from .445 to .206. These results indicate that the pruned classifiers
produced by Ripper have the errors much less concentrated toward the small disjuncts than those
produced by C4.5. Given that Ripper is generally known to produce very simple rule sets, this
larger decrease in error concentration is likely due to the fact that Ripper has a more aggressive
pruning strategy than C4.5.

The results in Table 4 and Table 5 and in Fig. 5 indicate that, even with pruning, the “problem
with small disjuncts” is still quite evident for both C4.5 and Ripper. For both learners the error
concentration, averaged over the thirty data sets, is still decidedly positive. Furthermore, even with
pruning both learners produce many classifiers with error concentrations greater than .50. However,
it is certainly worth noting that with pruning, seven of the classifiers induced by Ripper have neg-

ative error concentrations. Comparing the error concentration values for Ripper with and without
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Table 4 Error Concentration Results for C4.5 with Pruning

EC

Rank
Dataset

Error

Rate

Dataset

Size

Largest

Disjunct

% Errors

10% correct

% Correct

50% errors

Error

Conc.

1 hypothyroid 0.5 3,771 2,732 90.7 0.7 .818

2 ticket1 1.6 556 410 46.7 10.3 .730

3 vote 5.3 435 221 68.7 2.9 .712

4 breast-wisc 4.9 699 345 49.6 10.0 .688

5 kr-vs-kp 0.6 3,196 669 35.4 15.6 .658

6 splice-junction 4.2 3,175 479 41.6 25.9 .566

7 crx 15.1 690 267 45.2 11.5 .516

8 ticket2 4.9 556 442 48.1 12.8 .474

9 weather 31.1 5,597 573 26.2 22.2 .442

10 adult 14.1 21,280 5,018 36.6 17.6 .424

11 german 28.4 1,000 313 29.6 21.9 .404

12 soybean-large 8.2 682 61 48.0 14.4 .394

13 network2 22.2 3,826 1,685 30.8 21.2 .362

14 ocr 2.7 2,688 1,350 40.4 34.3 .348

15 market1 20.9 3,180 830 28.4 23.6 .336

16 network1 22.4 3,577 1,470 24.4 27.2 .318

17 ticket3 2.7 556 431 37.0 20.9 .310

18 horse-colic 14.7 300 137 35.8 19.3 .272

19 coding 27.7 20,000 415 17.2 34.9 .216

20 sonar 28.4 208 50 15.1 34.6 .202

21 heart-hung. 21.4 293 132 19.9 31.8 .198

22 hepatitis 18.2 155 89 24.2 26.3 .168

23 liver 35.4 345 59 17.6 34.8 .162

24 promoters 24.4 106 26 17.2 37.0 .128

25 move 23.9 3,028 216 14.4 42.9 .094

26 blackjack 27.6 15,000 3,053 16.9 44.7 .092

27 labor 22.3 57 24 14.3 40.5 .082

28 bridges 15.8 101 67 14.9 50.1 .064

29 market2 45.1 11,000 426 12.2 44.7 .060

30 bands 30.1 538 279 0.8 58.3 -.184

pruning reveals one particularly interesting example. For the adult data set, pruning causes the error
concentration to drop from .516 to -.146. This large change likely indicates that many error-prone
small disjuncts are eliminated. This is supported by the fact that the size of the largest disjunct in
the induced classifier changes from 1,488 without pruning to 9,293 with pruning. Thus, pruning
seems to have an enormous affect on this Ripper classifier.

The effect that pruning has on error rate is shown graphically in Fig. 6 for both C4.5 and Ripper.
Because most of the points in Fig. 6 fall below the line Y=X, we conclude that pruning tends to
reduce the error rate for both C4.5 and Ripper. However, the figure also makes it clear that pruning
improves the performance of Ripper more than it improves the performance of C4.5. In particular,
for C4.5 pruning causes the error rate to drop for 19 of the 30 data sets while for Ripper pruning
causes the error rate to drop for 24 of the 30 data sets. Over the 30 data sets pruning causes C4.5’s
error rate to drop from 18.4% to 17.5% and Ripper’s error rate to drop from 19.0% to 16.9%.

Given that pruning tends to affect small disjuncts more than large disjuncts, an interesting ques-
tion is whether pruning is more effective at reducing error rate when the errors in the unpruned
classifier are most highly concentrated in the small disjuncts. Fig. 7 addresses this by plotting the
absolute reduction in error rate due to pruning versus the error concentration rank of the unpruned
classifier. The data sets with high and medium error concentrations show a fairly consistent reduc-
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Table 5 Error Concentration Results for Ripper with Pruning

EC

Rank

C4.5

Rank
Dataset

Error

Rate

Dataset

Size

Largest

Disjunct

% Errors

10% correct

% Correct

50% errs

Error

Conc.

1 1 hypothyroid 0.9 3,771 2,732 97.2 0.6 .930

2 5 kr-vs-kp 0.8 3196 669 56.8 5.4 .746

3 2 ticket1 1.6 556 410 41.5 11.9 .740

4 6 splice-junction 5.8 3,175 552 46.9 10.7 .690

5 3 vote 4.1 435 221 62.5 2.8 .648

6 8 ticket2 4.5 556 405 73.3 7.8 .574

7 17 ticket3 4.0 556 412 71.3 9.0 .516

8 14 ocr 2.7 2,688 854 29.4 24.5 .306

9 20 sonar 29.7 208 59 23.1 25.4 .282

10 30 bands 26.0 538 118 22.1 24.0 .218

11 9 weather 26.9 5,597 1,148 18.8 35.4 .198

12 23 liver 32.1 345 69 13.6 34.7 .146

13 12 soybean-large 9.8 682 66 17.8 47.4 .128

14 11 german 29.4 1,000 390 14.7 32.4 .128

15 4 breast-wisc 4.4 699 370 14.4 31.4 .124

16 15 market1 21.3 3,180 998 19.0 43.4 .114

17 7 crx 15.1 690 272 16.4 39.1 .108

18 13 network2 22.6 3,826 1,861 15.3 39.5 .090

19 16 network1 23.3 3,577 1,765 16.0 42.0 .090

20 18 horse-colic 15.7 300 141 13.8 36.6 .086

21 21 hungar-heart 18.8 293 138 17.9 42.6 .072

22 19 coding 28.3 20,000 894 12.7 46.5 .052

23 26 blackjack 28.1 15,000 4,893 16.8 45.3 .040

24 22 hepatitis 22.3 155 93 25.5 57.2 -.004

25 29 market2 40.9 11,000 2,457 7.7 50.2 -.016

26 28 bridges 18.3 101 71 19.1 55.0 -.024

27 25 move 24.1 3,028 320 10.9 63.1 -.094

28 10 adult 15.2 21,280 9,293 9.8 67.9 -.146

29 27 labor 18.2 57 25 0.0 70.9 -.228

30 24 promoters 11.9 106 32 0.0 54.1 -.324

tion in error rate.1 Finally, the classifiers in the Low-EC/High-ER category show a net increase in
error rate. These results suggest that pruning is most beneficial when the errors are most highly
concentrated in the small disjuncts—and may actually hurt when this is not the case. The results
for Ripper show a somewhat similar pattern, although the unpruned classifiers with low error con-
centrations do consistently show some reduction in error rate when pruning is used.

The results in this section show that pruned classifiers generally have lower error rates and
lower error concentrations than their unpruned counterparts. Our analysis shows us that for the
vote data set this change is due to the fact that pruning eliminates most small disjuncts. A similar
analysis, performed for other data sets in this study, shows a similar pattern—pruning eliminates
most small disjuncts. In summary, pruning is a strategy for dealing with the “problem of small
disjuncts.” Pruning eliminates many small disjuncts and the emancipated examples that would
have been classified by the eliminated disjuncts are then classified by other, typically much larger,

1 Note that although the classifiers in the Medium-EC/High-ER category show a greater absolute
reduction in error rate than those in the High-EC/Moderate-ER group, this corresponds to a smaller
relative reduction in error rate, due to the differences in the error rate of the unpruned classifiers.
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Fig. 5 Effect of Pruning on Error Concentration

disjuncts. The result of pruning is that there is a decrease in the average error rate of the induced
classifiers and the remaining errors are more uniformly distributed across the disjuncts.

One can gauge the effectiveness of pruning as a strategy for addressing the problem with small
disjuncts by comparing it to an “ideal” strategy that causes the error rate of the small disjuncts to
equal the error rate of the larger disjuncts. Table 6 shows the average error rates of the classifiers
induced by C4.5 for the thirty data sets, without pruning, with pruning, and with two variants of this
idealized strategy. The error rates for the idealized strategies are determined by first identifying the
smallest disjuncts that collectively cover 10% (20%) of the training examples and then calculating
the error rate of the classifier as if the error rate of these small disjuncts equaled the error rate of
the examples classified by all of the other disjuncts.

Table 6 Comparison of Pruning to Idealized Strategy

Strategy

No Pruning Pruning
Idealized

(10%)

Idealized

(20%)

Average Error Rate 18.4% 17.5% 15.2% 13.5%

Relative Improvement 4.9% 17.4% 26.6%

The results in Table 6 show that the idealized strategy yields much more dramatic improvements
in error rate than pruning, even when it is only applied to the disjuncts that cover 10% of the training
examples. This indicates that pruning is not very effective at addressing the problem with small
disjuncts and provides a strong motivation for finding better strategies for handling small disjuncts
(several such strategies are discussed in Sect. 9). Note, however, that we are not suggesting that the
performance of the idealized strategies can necessarily ever be realized.

For many real-world problems, it is more important to classify a reduced set of examples with
high precision than in finding the classifier with the best overall accuracy. For example, if the task
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Fig. 6 Effect of Pruning on Error Rate
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Fig. 7 Improvement in Error Rate versus Error Concentration Rank

is to identify customers likely to buy a product in response to a direct marketing campaign, it may
be impossible to utilize all classifications—budgetary concerns may permit one to only contact the
10,000 people most likely to make a purchase. Given that our results indicate that pruning decreases

the precision of the larger, more precise disjuncts (compare Fig. 1 and Fig. 4), this suggests that
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Fig. 8 Averaged Error Rate Based on Classifiers Built from the Largest Disjuncts

pruning may be harmful in such cases—even though pruning leads to an overall increase in the
accuracy of the induced classifier. To investigate this further, classifiers were generated by starting
with the largest disjunct and then progressively adding smaller disjuncts. A classification decision
is only made if an example is covered by one of the added disjuncts; otherwise no classification is
made. The error rate (i.e., precision) of the resulting classifiers, generated with and without pruning,
is shown in Table 7, as is the difference in error rates. A negative difference indicates that pruning
leads to an improvement (i.e., a reduction) in error rate, while a positive difference indicates that
pruning leads to an increase in error rate. Results are reported for classifiers with disjuncts that
collectively cover 10%, 30%, 50%, 70% and 100% of the training examples.

The last row in Table 7 shows the error rates averaged over the thirty data sets. These results
clearly show that, over the thirty data sets, pruning only helps for the last column—when all dis-
juncts are included in the evaluated classifier. Note that these results, which correspond to the
accuracy results presented earlier, are typically the only results that are described. This leads to an
overly optimistic view of pruning, since in other cases pruning results in a higher overall error rate.
As a concrete example, consider the case where we only use the disjuncts that collectively cover
50% of the training examples. In this case C4.5 with pruning generates classifiers with an average
error rate of 12.9% whereas C4.5 without pruning generates classifiers with an average error rate
of 11.4%. Looking at the individual results for this situation, pruning does worse for 17 of the data
sets, better for 9 of the data sets, and the same for 4 of the data sets. However, the magnitude of the
differences is much greater in the cases where pruning performs worse.

The results from the last row of Table 7 are displayed graphically in Fig. 8, which plots the
error rates, with and without pruning, averaged over the thirty data sets. Note, however, that unlike
the results in Table 7, Fig. 8 shows classifier performance at each 10% increment.

Fig. 8 clearly demonstrates that under most circumstances pruning does not produce the best
results. While it produces marginally better results when predictive accuracy is the evaluation met-
ric (i.e., all examples must be classified), it produces much poorer results when one can be very
selective about the classification “rules” that are used. These results confirm the hypothesis that
when pruning eliminates some small disjuncts, the emancipated examples cause the error rate of
the more accurate large disjuncts to decrease. The overall error rate is reduced only because the
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Table 7 Effect of Pruning when Classification Based only on Largest Disjuncts

Dataset Name Error rate with pruning (yes) and without pruning (no)

10% covered 30% covered 70% covered 100% covered

Pruning used: yes no ∆ yes no ∆ yes no ∆ yes no ∆

kr-vs-kp 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.1 0.6 0.3 0.3

hypothyroid 0.1 0.3 -0.2 0.2 0.1 0.1 0.1 0.0 0.0 0.5 0.5 0.0

vote 3.1 0.0 3.1 1.0 0.0 1.0 2.3 0.7 1.6 5.3 6.9 -1.6

splice-junction 0.3 0.9 -0.6 0.2 0.3 -0.1 2.4 0.6 1.8 4.2 5.8 -1.6

ticket2 0.3 0.0 0.3 2.7 0.8 1.9 2.5 1.0 1.5 4.9 5.8 -0.9

ticket1 0.1 2.1 -1.9 0.3 0.6 -0.3 0.3 0.3 0.0 1.6 2.2 -0.5

ticket3 2.1 2.0 0.1 1.7 1.2 0.5 1.5 0.5 1.0 2.7 3.6 -0.9

soybean-large 1.5 0.0 1.5 5.4 1.0 4.4 4.7 1.3 3.5 8.2 9.1 -0.9

breast-wisc 1.5 1.1 0.4 1.0 1.0 0.0 1.0 1.4 -0.4 4.9 5.0 -0.1

ocr 1.5 1.8 -0.3 1.9 0.8 1.1 1.9 1.0 0.9 2.7 2.2 0.5

hepatitis 5.4 6.7 -1.3 15.0 2.2 12.9 12.8 12.1 0.6 18.2 22.1 -3.9

horse-colic 20.2 1.8 18.4 14.6 4.6 10.0 10.7 10.6 0.1 14.7 16.3 -1.7

crx 7.0 7.3 -0.3 7.9 6.5 1.4 7.8 9.3 -1.6 15.1 19.0 -3.9

bridges 10.0 0.0 10.0 17.5 0.0 17.5 14.9 9.4 5.4 15.8 15.8 0.0

heart-hung. 15.4 6.2 9.2 18.4 11.4 7.0 16.0 16.4 -0.4 21.4 24.5 -3.1

market1 16.6 2.2 14.4 12.2 7.8 4.4 14.5 15.9 -1.4 20.9 23.6 -2.6

adult 3.9 0.5 3.4 3.6 4.9 -1.3 8.3 10.6 -2.3 14.1 16.3 -2.2

weather 5.4 8.6 -3.2 10.6 14.0 -3.4 22.7 24.6 -1.9 31.1 33.2 -2.1

network2 10.8 9.1 1.7 12.5 10.7 1.8 15.1 17.2 -2.1 22.2 23.9 -1.8

promoters 10.2 19.3 -9.1 10.9 10.4 0.4 19.6 16.8 2.8 24.4 24.3 0.1

network1 15.3 7.4 7.9 13.1 11.8 1.3 16.7 17.3 -0.6 22.4 24.1 -1.7

german 10.0 4.9 5.1 11.1 12.5 -1.4 20.4 25.7 -5.3 28.4 31.7 -3.3

coding 19.8 8.5 11.3 18.7 14.3 4.4 23.6 20.6 3.1 27.7 25.5 2.2

move 24.6 9.0 15.6 19.2 12.1 7.1 22.6 18.7 3.8 23.9 23.5 0.3

sonar 27.6 27.6 0.0 23.7 23.7 0.0 24.4 24.3 0.1 28.4 28.4 0.0

bands 13.1 0.0 13.1 34.3 16.3 18.0 33.8 26.6 7.2 30.1 29.0 1.1

liver 27.5 36.2 -8.8 32.4 28.1 4.3 30.7 31.8 -1.2 35.4 34.5 0.9

blackjack 25.3 26.1 -0.8 25.1 25.8 -0.8 26.1 24.4 1.7 27.6 27.8 -0.2

labor 25.0 25.0 0.0 17.5 24.8 -7.3 24.4 17.5 6.9 22.3 20.7 1.6

market2 44.1 45.5 -1.4 43.1 44.3 -1.2 43.3 45.3 -2.0 45.1 46.3 -1.2

Average 11.6 8.7 2.9 12.5 9.7 2.8 14.2 13.4 0.8 17.5 18.4 -0.9

error rate for the emancipated examples is lower than their original error rate. Thus, pruning redis-
tributes the errors such that the errors are more uniformly distributed than without pruning. This
is exactly what one does not want to happen when one can be selective about which examples to
classify (or which classifications to act upon). We find the fact that pruning only improves classifier
performance when disjuncts covering more than 80% of the training examples are used to be quite
compelling.

6 The Effect of Training Set Size on Small Disjuncts

The amount of training data available for learning has several well-known effects. Namely, increas-
ing the amount of training data will tend to increase the accuracy of the classifier and increase the
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Fig. 9 Distribution of Examples for the Vote Data Set (using 1/9 of the normal training data)

number of “rules”, as additional training data permits the existing rules to be refined. In this section
we analyze the effect that training-set size has on small disjuncts and error concentration.

Fig. 9 returns to the vote data set example, but this time shows the distribution of examples
and errors when the training set is limited to use only 10% of the total data. These results can be
compared with those in Fig. 1, which are based upon 90% of the data being used for training. Thus,
the results in Fig. 9 are based on 1/9th the training data used in Fig. 1. Note that the size of the bins,
and consequently the scale of the x-axis, has been reduced in Fig. 9.

A comparison of the relative distribution of errors between Fig. 9 and Fig. 1 shows that errors
are more concentrated toward the smaller disjuncts in Fig. 1, which has a higher error concentration
(.848 vs. .628). This indicates that increasing the amount of training data increases the degree to
which the errors are concentrated toward the small disjuncts. Like the results in Fig. 1, the results
in Fig. 9 show that there are three groupings of disjuncts, which one might be tempted to refer to as
small, medium, and large disjuncts. The size of the disjuncts within each group differs between the
two figures, due to the different number of training examples used to generate each classifier (note
the change in scale of the x-axis). It is informative to compare the error concentrations for classi-
fiers induced using different training-set sizes because error concentration is a relative measure—it
measures the distribution of errors within the classifier relative to the disjuncts within the classifier
and relative to the total number of errors produced by the classifier (which will be less when more
training data is available). Summary statistics for all thirty data set are shown in Table 8.

Table 8 shows the error rate and error concentration for the classifiers induced from each of the
thirty data sets using three different training set sizes. The last two columns highlight the impact of
training-set size, by showing the change in error concentration and error rate that occurs when the
training set size is increased by a factor of nine. As expected, the error rate tends to decrease with
additional training data while the error concentration, consistent with the results associated with
the vote data set, shows a consistent increase—for 27 of the 30 data sets the error concentration
increases when the amount of training data is increased by a factor of nine.

The observation that an increase in training data leads to an increase in error concentration can
be explained by analyzing how an increase in training data affects the classifier that is learned. As
more training data becomes available, the induced classifier is better able to sample, and learn, the
general cases that exist within the concept. This causes the classifier to form highly accurate large
disjuncts. As an example, note that the largest disjunct in Fig. 1 does not cover a single error and
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Table 8 The Effect of Training Set Size on Error Concentration

Amount of Total Data Used for Training ∆ from

10% 50% 90% 10% to 90%

Data Set ER EC ER EC ER EC ER EC

kr-vs-kp 3.9 .742 0.7 .884 0.3 .874 -3.6 .132

hypothyroid 1.3 .910 0.6 .838 0.5 .852 -0.8 -.058

vote 9.0 .626 6.7 .762 6.9 .848 -2.1 .222

splice-junction 8.5 .760 6.3 .806 5.8 .818 -2.7 .058

ticket2 7.0 .364 5.7 .788 5.8 .758 -1.2 .394

ticket1 2.9 .476 3.2 .852 2.2 .752 -0.7 .276

ticket3 9.5 .672 4.1 .512 3.6 .744 -5.9 .072

soybean-large 31.9 .484 13.8 .660 9.1 .742 -22.8 .258

breast-wisc 9.2 .366 5.4 .650 5.0 .662 -4.2 .296

ocr 8.9 .506 2.9 .502 2.2 .558 -6.7 .052

hepatitis 22.2 .318 22.5 .526 22.1 .508 -0.1 .190

horse-colic 23.3 .452 18.7 .534 16.3 .504 -7.0 .052

crx 20.6 .460 19.1 .426 19.0 .502 -1.6 .042

bridges 16.8 .100 14.6 .270 15.8 .452 -1.0 .352

heart-hungarian 23.7 .216 22.1 .416 24.5 .450 0.8 .234

market1 26.9 .322 23.9 .422 23.6 .440 -3.3 .118

adult 18.6 .486 17.2 .452 16.3 .424 -2.3 -.062

weather 34.0 .340 32.7 .380 33.2 .416 -0.8 .076

network2 27.8 .354 24.9 .342 23.9 .384 -3.9 .030

promoters 36.0 .108 22.4 .206 24.3 .376 -11.7 .268

network1 28.6 .314 25.1 .354 24.1 .358 -4.5 .044

german 34.3 .248 33.3 .334 31.7 .356 -2.6 .108

coding 38.4 .214 30.6 .280 25.5 .294 -12.9 .080

move 33.7 .158 25.9 .268 23.5 .284 -10.2 .126

sonar 40.4 .028 27.3 .292 28.4 .226 -12.0 .198

bands 36.8 .100 30.7 .152 29.0 .178 -7.8 .078

liver 40.5 .030 36.4 .054 34.5 .120 -6.0 .090

blackjack 29.4 .100 27.9 .094 27.8 .108 -1.6 .008

labor 30.3 .114 17.0 .044 20.7 .102 -9.6 -.012

market2 47.3 .032 45.7 .028 46.3 .040 -1.0 .008

Average 23.4 .347 18.9 .438 18.4 .471 -5.0 .124

that the medium-sized disjuncts, with sizes between 80 and 109, cover only a few errors. Their
counterparts in Fig. 9, with size between 20 and 27 and 10 to 15, have a higher error rate. Thus,
an increase in training data leads to more accurate large disjuncts and a higher error concentration.
The small disjuncts that are formed using the increased amount of training data may correspond to
rare cases within the concept that previously were not sampled sufficiently to be learned.

In this section we noted that additional training data reduces the error rate of the induced classi-
fier and increases its error concentration. These results help to explain the pattern, described in Sect.
4, that classifiers with low error rates tend to have higher error concentrations that those with high
error rates. That is, if we imagine that additional training data were made available to those data sets
where the associated classifier has a high error rate, we would expect the error rate to decline and
the error concentration to increase. This would tend to move classifiers into the High-EC/Moderate-
ER category. Thus, to a large extent, the pattern that was established in Sect. 4 between error rate
and error concentration reflects the degree to which a concept has been learned—concepts that
have been well-learned tend to have very large disjuncts which are extremely accurate and hence
have low error concentrations.
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7 The Effect of Noise on Small Disjuncts

Noise plays an important role in classifier learning. Both the structure and performance of a clas-
sifier will be affected by noisy data. In particular, noisy data may cause a many erroneous small
disjuncts to be induced. Danyluk and Provost [8] speculated that the classifiers they induced from
(systematic) noisy data performed poorly because of an inability to distinguish between these erro-
neous consistencies and correct ones. Weiss [17] and Weiss and Hirsh [19] explored this hypothesis
using, respectively, two artificial data sets and two real-world data sets and showed that noise can
make rare cases (i.e., true exceptions) in the true, unknown, concept difficult to learn. The research
presented in this section further investigates the role of noise in learning, and, in particular, shows
how noisy data affects induced classifiers and the distribution of the errors across the disjuncts
within these classifiers.

The experiments described in this section involve applying random class noise and random
attribute noise to the data. The following experimental scenarios are explored:

Scenario 1: Random class noise applied to the training data
Scenario 2: Random attribute noise applied to the training data
Scenario 3: Random attribute noise applied to both training and test data

Class noise is only applied to the training set since the uncorrupted class label in the test set
is required to properly measure classifier performance. The second scenario, in which random
attribute noise is applied only to the training set, permits us to measure the sensitivity of the learner
to noise (if attribute noise were applied to the test set then even if the correct concept were learned
there would be classification errors). The third scenario, in which attribute noise is applied to both
the training and test set, corresponds to the real-world situation where errors in measurement affect
all examples. A level of n% random class noise means that for n% of the examples the class label is
replaced by a randomly selected class value, including possibly the original value. Attribute noise
is defined similarly, except that for numerical attributes a random value is selected between the
minimum and maximum values that occur within the data set. Note that only when the noise level
reaches 100% is all information contained within the original data lost.

The vote data set is used to illustrate the effect that noise has on the distribution of examples, by
disjunct size. The results are shown in Fig. 10a–f, with the graphs in the left column corresponding
to the case when there is no pruning and the graphs in the right column corresponding to the case
when pruning is employed. Figs. 10a and 10b, which are exact copies of Figs. 1 and 4, respectively,
show the results without any noise and are provided for comparison purposes. Figs. 10c and 1d
correspond to the case where 10% attribute noise is applied to the training data and Figs. 10e and
1f to the case where 10% class noise is applied to the training data.

A comparison of Fig. 10a with Figs. 10c and 10e shows that both attribute and class noise cause
more test examples to be covered by small disjuncts, although this shift is more dramatic for class
noise than for attribute noise. The underlying data indicates that this shift occurs because noisy data
causes more small disjuncts to be formed. This comparison also shows that the error concentration
remains fairly stable when attribute noise is added but decreases significantly when class noise is
added.

By comparing Figs. 10c and 10d, Figs. 10e and 10f, and Fig. 10b with Figs. 10d and 10f, it
becomes clear that pruning reduces the shift in distribution of (correctly and incorrectly) examples
that is observed when pruning is not used. A comparison of the error rates for classifiers with and
without pruning also shows that pruning is able to combat the effect of noise on the ability of the
classifier to learn the concept. Surprisingly, when pruning is used, classifier accuracy for the vote
data set actually improves when 10% attribute noise is added—the error rate decreases from 5.3%
to 4.6%. This phenomenon, which is discussed in more detail shortly, is actually observed for many
of the thirty data sets, but only when low (e.g., 10%) levels of attribute noise are added. The error
concentration results also indicate that even with pruning, noise causes the errors to be distributed
more uniformly throughout the disjuncts than when no noise is applied.
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(b) No Noise

0

5

10

15

20

10 30 50 70 90 110 130 150 170 190 210 230

Disjunct Size

N
u
m
b
e
r 
o
f 
E
x
a
m
p
le
s

Number of Errors

Number Correct

EC = .882

ER = 7.6%

 

(c)10% Attribute Noise

0

5

10

15

20

10 30 50 70 90 110 130 150 170 190 210 230

Disjunct Size

N
u
m
b
e
r 
o
f 
E
x
a
m
p
le
s

Number of Errors

Number Correct

EC = .664

ER = 4.6%

 

(d) 10% Attribute Noise
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(e) 10% Class Noise
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(f) 10% Class Noise

Fig. 10 The Effect that Noise has on the Distribution of Examples, by Disjunct size

The results presented in the remainder of this section are based on averages over twenty-seven
of the thirty data sets listed in Table 1 (the coding, ocr and bands data sets were omitted due to
difficulties applying our noise model to these data sets). The next three figures show, respectively,
how noise affects the number of leaves, the error rate, and the error concentration of the induced
classifiers. Measurements are taken at the following noise levels: 0%, 5%, 10%, 20%, 30%, 40%,
and 50%. The curves in these figures are labeled to identify the type of noise that is applied, whether
it is applied to the training set or training and test set, and whether pruning is used. The labels are
interpreted as follows: the “Class” and “Attribute” prefix indicate the type of noise, the “-Both”
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Fig. 11 The Effect of Noise on Classifier Complexity

term, if included, indicates that the noise is applied to the training and test sets rather than to just
the training set, and the “-Prune” suffix is used to indicate that the results are with pruning.

Fig. 11 shows that without pruning the number of leaves in the induced decision tree increases
dramatically with increasing levels of noise, but that pruning effectively eliminates this increase.
The effect that noise has on error rate is shown in Fig. 12. Error rate increases with increasing levels
of noise, with one exception. When attribute noise is applied to only the training data and pruning
is used, the error rate decreases slightly from 17.7% with 5% noise to 17.5% with 10% noise. This
decrease is no anomaly, since it occurs for many of the data sets analyzed. We believe the decrease
in error rate may be due to the fact that attribute noise leads to more aggressive pruning (most
of the data sets that show the decrease in error rate have high overall error rates, which perhaps
are more likely to benefit from aggressive pruning). Fig. 12 also shows that pruning is far more
effective at handling class noise than attribute noise.

Fig. 13 shows the effect of noise on error concentration. When pruning is not employed, in-
creasing levels of noise lead to decreases in error concentration, indicating that errors become
more uniformly distributed based on disjunct size. This helps explain why we find a low-ER/high-
EC group of classifiers and a high-ER/medium-EC group of classifiers: adding noise to classifiers
in the former increases their error rate and decreases their error concentration, making them look
more like classifiers in the latter group. The results in Fig. 13 also show, however, that when there
is noise only in the training set, then pruning causes the error concentration to remain relatively
constant (this is especially true for class noise).

The results in this section demonstrate that pruning enables the learner to combat noisy training
data. Specifically, pruning removes many of the disjuncts that are caused by the noise (Fig. 11) and
this yields a much smaller increase in error rate than if pruning were not employed (Fig. 12).
Because pruning eliminates many of the erroneous small disjuncts, the errors are not nearly as
concentrated in the small disjuncts (Fig. 13). We believe that the increase in error rate that comes
from noisy training data when pruning is employed is at least partly due to the inability of the
learner to distinguish between true exceptions and noise.

The detailed results associated with the individual data sets show that for class noise there is
a trend for data sets with high error concentrations to experience a greater increase in error rate
from class noise. What is much more apparent, however, is that many classifiers with low error
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Fig. 12 The Effect of Noise on Error Rate
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Fig. 13 The Effect of Noise on Error Concentration

concentrations are extremely tolerant of class noise, whereas none of the classifiers with high error
concentrations exhibit this tolerance. For example, the blackjack and labor data sets, both of which
have low error concentrations, are so tolerant of noise that when 50% random class noise is added
to the training set, the error rate on the induced classifier on the test data increases by less than 1%.
These results are consistent with the belief that noise makes learning difficult because it makes of
an inability to distinguish between true exceptions and noise. Even without the addition of noise,
none of the concepts can be induced perfectly (i.e., they have non-zero error rate). The classifiers
with a high error concentration already show an inability to properly learn the rare cases in the
concept (which show up as small disjuncts)—the addition of noise simply worsens the situation.
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Those concepts with very general cases that can be learned well without noise (leading to highly
accurate large disjuncts and low error concentrations) are less susceptible to noise. For example,
corrupting the class labels for a few examples belonging to a very large disjunct is unlikely to
change the class label learned for that disjunct.

8 The Effect of Class Imbalance on Small Disjuncts

A data set exhibits class imbalance if the number of examples belonging to each class is unequal.
A great deal of recent research, some of which is described in Sect. 9, has studied the problem
of learning classifiers from imbalanced data, since this has long been recognized as commonly
occurring and difficult data mining problem. However, with few exceptions [11, 22], this research
has not examined the role of small disjuncts when learning from imbalanced data.

The study by Weiss and Provost [22] showed that examples truly belonging to the minority
class are misclassified much more often than examples belonging to the majority class and that ex-
amples labelled by the classifier as belonging to the minority class (i.e., minority-class predictions)
have much higher error rates than those labelled with the majority class. That study further showed
that the minority-labeled disjuncts tend to cover fewer training examples than the majority-labeled
disjuncts. This result is not surprising given that the minority class has, by definition, fewer training
examples than the majority class.2 The study concluded that part of the reason that minority-class
predictions are more error-prone than majority-class predictions is because the minority-class pre-
dictions have a lower average disjunct size and hence suffer more from the problem with small
disjuncts. The work by Jo and Japkowicz is discussed in Sect. 9.

In this section we extend the research by Weiss and Provost [22] to consider whether there
is a causal link between class imbalance and the problem with small disjuncts in the opposite
direction. That is, we consider whether class imbalance causes small disjuncts to have a higher
error rate than large disjuncts, or, more generally, whether an increase in class imbalance will
cause an increase in error concentration. Before evaluating this hypothesis empirically, it is useful
to speculate why such a causal link might exist. Weiss and Provost suggested that one reason that
minority-class predictions are more error-prone than the majority-class predictions is because, by
definition, there are more majority-class test examples than minority-class test examples. To see
why this is so, imagine a data set for which there are nine majority-class examples for every one
minority-class example. If one randomly generates a classifier and randomly labels each disjunct
(e.g., leaf), then the minority-labeled disjuncts will have an expected error rate of 90% while the
majority-labeled disjuncts will have an expected error rate of only 10%. Thus, this test-distribution
effect favors majority-class predictions. Given that Weiss and Provost showed that small disjuncts
are disproportionately likely to be labeled with the minority class, one would therefore expect this
test-distribution effect to favor the larger disjuncts over the smaller disjuncts.

We evaluate this hypothesis by altering the class distribution of data sets and then measuring the
error concentration associated with the induced classifiers. For simplicity, we look at only two class
distributions for each data set: the naturally occurring class distribution and a perfectly balanced
class distribution, in which each class is represented in equal proportions. By comparing the error
concentrations for these two class distributions, we can also determine how much of the “problem
with small disjuncts” is due to class imbalance in the data set.

We form data sets with the natural and balanced class distributions using the methodology
described by Weiss and Provost [22]. This methodology employs stratified sampling, without re-

2 The detailed results show that the induced classifiers have more majority-labeled disjuncts than
minority-labeled disjuncts, but the ratio of majority-labeled disjuncts to minority-labeled disjuncts
is smaller than the ratio of majority-class examples to minority-class examples. Thus the majority-
class disjuncts cover more examples than the minority-class examples.
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placement, to form the desired class distribution from the original data set. The number of examples
selected for training is the same for the natural and balanced versions of each data set, to ensure
that any differences in performance are due solely to the difference in class distribution (the ac-
tual number of training examples that are used is reduced from what is available, to ensure that the
balanced class distribution can be formed without duplicating any examples). Because this method-
ology reduces the number of training examples, we exclude the small data sets when studying class
imbalance, so that all classifiers are induced from using a “reasonable” number of examples. The
data sets employed in this section include the larger data sets from Table 1 plus some additional
data sets. These data sets, listed in Table 9, are identical to the ones studied by Weiss and Provost
[22]. They include twenty data sets from the UCI repository, five data sets, identified with a “+”,
from previously published work by researchers at AT&T [7] and one new data set, the phone data
set, generated by the author. The data sets are listed in order of decreasing class imbalance (the
percentage of minority-class examples in each data set is included). In order to simplify the pre-
sentation and analysis of the results, data sets with more than two classes were mapped into two
classes by designating the least frequently occurring class as the minority class and mapping the
remaining classes into a new, majority, class. Each data set that originally started with more than
two classes is identified with an asterisk (*).

Table 9 Description of Data Sets for Class Imbalance Experiments

# Dataset % Min. Size # Dataset % Min. Size

1 letter-a* 3.9 20,000 14 network2 27.9 3,826

2 pendigits* 8.3 13,821 15 yeast* 28.9 1,484

3 abalone* 8.7 4,177 16 network1+ 29.2 3,577

4 sick-euthyroid 9.3 3,163 17 car* 30.0 1,728

5 connect-4* 9.5 11,258 18 german 30.0 1.000
6 optdigits* 9.9 5,620 19 breast-wisc 34.5 699
7 covertype* 14.8 581,102 20 blackjack+ 35.6 15,000

8 solar-flare* 15.7 1,389 21 weather+ 40.1 5,597

9 phone 18.2 652,557 22 bands 42.2 538
10 letter-vowel* 19.4 20,000 23 market1+ 43.0 3,181

11 contraceptive* 22.6 1,473 24 crx 44.5 690
12 adult 23.9 48,842 25 kr-vs-kp 47.8 3,196

13 splice-junction* 24.1 3,175 26 move+ 49.4 3,029

Fig. 14 shows the error concentration for the classifiers induced by C4.5 from the natural and
balanced versions of the data sets listed in Table 9. Since the error concentrations are all greater than
zero when there is no class imbalance, we conclude that even with a balanced data set errors tend
to be concentrated toward the smaller disjuncts. However, by comparing the error concentrations
associated with the classifiers induced from the balanced and natural class distributions, we see
that when there is class imbalance, with few exceptions, the error concentration increases. The
differences tend to be larger when the data set has greater class imbalance (the leftmost data set
has the most natural class imbalance and the class imbalance decreases from left to right).

If we look at the average error concentration for the classifiers induced from the natural and
balanced versions of the twenty-six data sets, we see that the balanced versions have an average
error concentration of .396 while the natural versions have an average error concentration of .496.
This corresponds to a 20% reduction in error concentration when class imbalance is removed. If we
restrict our attention to the first 18 data sets, which contain at most 30% minority-class examples,
then the differences in error concentration are 28% (.387 for the balanced data sets versus .537
for the data sets with the natural class distributions). We therefore conclude that for data sets with
class imbalance, part of the reason why small disjuncts have a higher error rate than the large
disjuncts is due to the fact that minority-class predictions are more likely to be erroneous due to
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Fig. 14 The Effect of Class Distribution on Error Concentration

the test distribution effect described earlier. This is empirical evidence that class imbalance is partly
responsible for the problem with small disjuncts. This also indicates that if one artificially modifies
the class distribution of the training data to be more balanced, then the error concentration will
decrease. This observation may help explain why, as noted by Weiss and Provost [22], classifiers
built using balanced class distributions tend to be quite robust.

9 Related Work

Research on small disjuncts can be placed into the following three categories, which we use to
organize our discussion of related work. These three categories are based on whether the purpose
of the research is to:

1. Characterize and/or measure the role of small disjuncts in learning,
2. Provide a better understanding of small disjuncts (e.g., why they are more error prone than

large disjuncts), or
3. Design better classifiers that address the problem with small disjuncts.

Most previous research on small disjuncts only incidentally tried to characterize or measure
the role of small disjuncts in learning and only analyzed one or two data sets [1, 3, 8, 9, 17, 19].
This made it impossible to form any general conclusions. We addressed this problem by analyzing
thirty data sets.

Some research has focused on providing a better understanding of small disjuncts. Danyluk and
Provost [8] observed that in the domain they were studying, when they trained using noisy data,
classifier accuracy suffered severely. They speculated that this occurred because: 1) it is difficult
to distinguish between noise and true exceptions and, 2) in their domain, errors in measurement
and classification often occur systematically rather than randomly. Thus, they speculated that it
was difficult to distinguish between erroneous consistencies and correct ones. This speculation
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formed the basis for the work by Weiss [17] and Weiss and Hirsh [19]. Weiss [17] investigates
the interaction between noise, rare cases and small disjuncts using synthetic datasets, for which
the true “concept” is known and can be manipulated. Some synthetic data sets were constructed
from concepts that included many rare, or exceptional cases, while others were constructed from
concepts that mainly included general cases. The research showed that the rare cases tended to
form small disjuncts in the induced classifier. It further showed that systematic attribute noise,
class noise, and missing attributes can each cause the small disjuncts to have higher error rates
than the large disjuncts, and also cause those test examples that correspond to rare cases to be
misclassified more often than those test examples corresponding to common cases. That paper also
provided an explanation for this behavior: it is asserted that attribute noise in the training data can
cause the common cases to look like the rare cases, thus ”overwhelming” the rare cases and causing
the wrong subconcept to be learned

The majority of research on small disjuncts focuses on ways to address the problem with small
disjuncts. Holte et al. [9] evaluate several strategies for improving learning in the presence of small
disjuncts. They show that the strategy of eliminating all small disjuncts is ineffective, because the
emancipated examples are then even more likely to be misclassified. The authors focus on a strat-
egy of making small disjuncts highly specific and argued that while a maximum generality bias,
which is used by systems such as ID3, is appropriate for large disjuncts, it is not appropriate for
small disjuncts. To test this claim, they ran experiments where a maximum generality bias is used
for the large disjuncts and a maximum specificity bias is used for the small disjuncts (for a max-
imum specificity bias all conditions satisfied by the training examples covered by a disjunct are
added to the disjunct). The experimental results show that with the maximum specificity bias, the
resulting disjuncts cover fewer cases but have much lower error rates. Unfortunately, the emanci-
pated examples increase the error rate of the large disjuncts to the extent that the overall error rates
remain roughly the same. Although the authors also experiment with a more selective bias that
produces interesting results, it does not demonstrably improve learning.

Ting [15] evaluates a method for improving the performance of small disjuncts that also uses a
maximum specificity bias. However, unlike the method employed by Holte et al. [9], this method
does not affect (and therefore cannot degrade) the performance of the large disjuncts. The basic
approach is to use C4.5 to determine if an example is covered by a small or large disjunct. If it is
covered by a large disjunct, then C4.5 is used to classify the example. However, if the example is
covered by a small disjunct, then IB1, an instance-based learner, is used to classify the example.
Instance-based learning is used in this case because it can be considered an extreme example of
the maximum specificity bias. In order to use this hybrid learning method, there must be a spe-
cific criterion for determining what is a small disjunct. The paper empirically evaluates alternative
criteria, based on a threshold value and 1) the absolute size of the disjunct, 2) the relative size of
the disjunct, or 3) the error rate of the disjunct. For each criterion, only the best result, produced
using the best threshold, is displayed. The results are therefore overly optimistic, because the crite-
ria/threshold values are selected using the test data rather than an independent hold-out set. Thus,
although the observed results are encouraging, it cannot be claimed that the composite learner is
very successful in addressing the problem with small disjuncts.

Carvalho and Freitas [3] employ a hybrid method similar to that used by Ting [15]. They also
use C4.5 to build a decision tree and then, for each training example, use the size of the leaf cover-
ing that example to determine if the example is covered by a small or large disjunct. The training
examples that fall into each small disjunct are then fed together into a genetic-algorithm based
learner that forms rules to specifically cover the examples that fall into that individual disjunct.
Test examples that fall into leaves corresponding to large disjuncts are then assigned a class label
based on the decision tree; test examples that fall into a small disjunct are classified by the rules
learned by the genetic algorithm for that particular disjunct. Their results are also encouraging,
but, because they are based on only a few data sets, and because, as with the results by Ting [15],
the improvements in error rate are only seen for certain specific definitions of “small disjunct”, it
cannot be concluded that this research substantially addresses the problem with small disjuncts.

Several other approaches are advocated for addressing the problem with small disjuncts. Quin-
lan [13] tries to minimize the problem by improving the probability estimates used to assign a class
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label to a disjunct. A naive estimate of the error rate of a disjunct is the proportion of the training
examples that it misclassifies. However, this estimate performs quite poorly for small disjuncts, due
to the small number of examples used to form the estimate. Quinlan describes a method for improv-
ing the accuracy estimates of the small disjuncts by taking the class distribution into account. The
motivation for this work is that for unbalanced class distributions one would expect the disjuncts
that predict the majority class to have a lower error rate than those predicting the minority class
(this is the test distribution effect described in Sect. 8). Quinlan incorporates these prior probabili-

ties into the error rate estimates. However, instead of using the overall class distribution as the prior
probability, Quinlan generates a more representative measure by calculating the class distribution
only on those training examples that are ”close” to the small disjunct—that is, fail to satisfy at
most one condition in the disjunct. The experimental results demonstrate that Quinlan’s error rate
estimation model outperforms the naive method, most significantly for skewed distributions.

Van den Bosch et al. [16] advocate the use of instance-based learning for domains with many
small disjuncts. They are mainly interested in language learning tasks, which they claim result
in many small disjuncts, or “pockets of exceptions.” In particular, they focus on the problem of
learning word pronunciations. Because instance-based learning does not form disjunctive concepts,
rather than determining disjunct sizes, they instead compute cluster sizes, which they view as
analogous to disjunct size. They determine cluster sizes by repeatedly selecting examples from
the data, forming a ranked list of the 100 nearest neighbors, and then they determine the rank of
the nearest neighbor with a different class value—this value minus one is considered to be the
cluster size. This method, as well as the more conventional method of measuring disjunct size via
a decision tree, shows that the word pronunciation domain has many small disjuncts. The authors
also try an information-theoretic weighted similarity matching function, which effectively re-scales
the feature space so that ”more important” features have greater weight. When this is done, the size
of the average cluster is increased from 15 to 25. Unfortunately, error rates were not specified for
the various clusters and hence one therefore cannot measure how effective this strategy for dealing
with the problem with small disjuncts.

The problem of learning from imbalanced data where the classes are represented in unequal
proportions is a common problem that has received a great deal of attention [4, 5, 10, 21]. Our
results in Sect. 8 provide a link between the problem of learning from imbalanced data and the
small disjuncts problem. A similar link was provided by Jo and Japkowicz [11], who also showed
that a method that deals with the problem of small disjuncts, cluster-based oversampling, can also
improve the performance of classifiers that learn from imbalanced data. This supports the notion
that a better understanding of small disjuncts can lead the design of better classification methods.

10 Conclusion

This article makes several contributions to the study of small disjuncts and, more generally, clas-
sifier learning. First, the degree to which small disjuncts affect learning is quantified using a new
measure, error concentration. Because error concentration is measured for a large collection of
data sets, for the first time it is possible to draw general conclusions about the impact that small
disjuncts have on learning. The experimental results show that, as expected, for many classifiers
errors are highly concentrated toward the smaller disjuncts—however the results also show that for
a substantial number of classifiers this simply is not true. Our research also indicates that the error
concentration for the classifiers induced using C4.5 and Ripper are highly correlated, indicating
that error concentration measures some “real” aspect of the concept being learned, and is not to-
tally an artifact of the learner. Finally, our results indicate that classifiers with relatively low error
rates almost always have high error concentrations while this is not true of classifiers with high
error rates. Analysis indicates that this is due to the fact that classifiers with low error rates gener-
ally contain some very accurate large disjuncts. We conclude from this that concepts that can be
learned well tend to contain very general cases and that C4.5 and Ripper generate classifiers with
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similar error concentrations because they are both able to form accurate large disjuncts to cover
these general cases.

Another contribution of this article is that it takes an in-depth look at pruning. This is particu-
larly important because previous research into small disjuncts largely ignores pruning. Our results
indicate that pruning eliminates many of the small disjuncts in the induced classifier and that this
leads to a reduction in error concentration. These results also show that pruning is more effective
at reducing the error rate of a classifier when the unpruned classifier has a high error concentration.
Pruning is evaluated as a method for addressing the problem with small disjuncts and is shown to
be of limited effectiveness. Our analysis also shows that because pruning distributes the errors that
were concentrated in small disjuncts to the more accurate, larger, disjuncts, pruning can actually
degrade classifier performance when one may be selective in applying the induced classification
rules.

In this article we also show how factors such as training-set size, noise, and class imbalance
affect small disjuncts and error concentration. This provides not only a better understanding of
small disjuncts, but of how these important, real-world, factors affect inductive learning. As an
example, the results in Sect. 6 permit us to explain how increasing the amount of training data leads
to an improvement in classifier accuracy. These results, which show that increasing the amount
of training data leads to an increase in error concentration, suggest that the additional training
data allows the general cases within the concept to be learned better than before, but that it also
introduces many new small disjuncts. These small disjuncts, which correspond to rare cases in the
concept, are formed because there is now sufficient training data to ensure that they are sampled.
These small disjuncts are error prone, however, due to the small number of training examples
used to determine the classification. The small disjuncts in the induced classifier may also be error
prone because, as the results in Sect. 7 and previous research [17, 19] indicate, noisy data causes
erroneous small disjuncts to be formed. Our results indicate that pruning is somewhat effective at
combating the effect of noise on classifier accuracy, because of its ability to handle small disjuncts.
Finally, the results in this article also indicate that class imbalance can worsen the problem with
noise and small disjuncts. This may help explain why a balanced class distribution often leads to
classifiers that are more robust than those induced from the naturally occurring class distribution.

We believe that an understanding of small disjuncts is important in order to properly appreciate
the difficulties associated with classifier learning, because, as this article clearly shows, it is often
the small disjuncts that determine the overall performance of a classifier. We therefore hope that
the metrics provided in this article can be used to better evaluate the performance of classifiers and
will ultimately lead to the design of better classifiers. The research in this article also enables us to
better understand how various real-world factors, like noise and class-imbalance, impact classifier
learning. This is especially important as data mining tackles more difficult problems.
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Predicting Customer Loyalty Labels in a Large
Retail Database: A Case Study in Chile

Cristián J. Figueroa

Abstract Although loyalty information is a key part in Customer Relationship Management, it is
hardly available in industrial databases. In this paper, a data mining approach for predicting cus-
tomer loyalty labels in a large Chilean retail database is presented. Firstly, unsupervised learning
techniques are used for segmenting a representative sample of the database. Secondly, the Multi-
layer Perceptron neural network is used for classifying the remaining population. Results show that
19% of the customers can be considered loyal. Finally, a set of validation tasks using data about
in-store minutes charges for prepaid cell phones and distribution of products is presented.

1 Introduction

It is necessary for companies to have a thorough understanding of their customer base [15]. In this
sense, customer loyalty, which is one of the most important concepts in Marketing [32], can really
improve Customer Relationship Management (CRM). The knowledge of a customer’s loyalty and
the evolution therein could be useful for evaluating the results of CRM-related investments [4].
Knowing customer loyalty may also improve a customer’s perception about the benefits received
from products and services offered by companies [21] [43].

When companies such as the retail ones, plan advertisement campaigns, it is essential to have
updated information available about customer loyalty through labels. A loyalty label is a mark in
the database which allows the identification of different groups of customers in function of their
different purchasing behaviors related to the recency, frequency and monetary information.

Several analytical applications such as cross-selling, up-selling and churn models are con-
structed to strengthen CRM. The outputs of these models are sets of customers who are ranked
in function of their respective probabilities. These ranked customers act as inputs to these cam-
paigns. Typically, these models are built on the entire customer database. However, it could be
interesting to build these models on loyal customers only, because only for these customers, their
total product needs are known. The core of a valuable customer base consists of loyal customers
[15]. In this context, it seems suboptimal to include non-loyal customers into the analysis [4]. In
consequence, customer loyalty labels may help to select the most appropriate customers for each
advertisement campaign.
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Nevertheless, the customer loyalty concept has to be understood in this type of applications in
a non-contractual setting. This suffers from the problem that customers have the opportunity to
continuously change their purchase behavior without informing the company about it [3].

For this reason, obtaining updated customer loyalty labels for each single customer is not an
easy task. Moreover, industrial databases may contain millions of records associated to a huge
number of customers [4]. In practice many companies do not manage this relevant information.
Knowledge is limited in providing insights to companies regarding the differences within their
customer base [15].

Although companies are able to collect huge quantities of heterogenous data through Corporate
Data Warehouses, marketers must find ways of working smarter if they are to coordinate disparate
customer information, ensure customer loyalty and have a high marketing campaign success rate
in an increasingly fragmented and sophisticated market [29]. Data must be analyzed.

Novelty information can be extracted automatically from this data by using the iterative process
called Knowledge Discovery in Databases (KDD). Data mining is an important part within KDD
[12][16]. If the data mining process is used properly, companies have an unbeatable opportunity to
generate advanced business conclusions about customer preferences and loyalty.

In this paper, a data mining approach for predicting loyalty labels in a large Chilean retail
customer database is presented. This retail company deals with the customer loyalty concept in a
non-contractual setting. Preliminary results of this work were presented in [13]. Before this study,
the retail company did not have available any updated customer loyalty labels. This avoided target-
ing appropriate marketing actions, delivering low success rates.

The proposed neural mining approach uses firstly a set of unsupervised learning algorithms
such as the Self-Organizing Map (SOM) for exploring data and discovering customer loyalty la-
bels, initially nonexistent. Using different unsupervised algorithms, it is possible to gain different
insights of the multidimensional data, define loyalty labels which make also sense from a business
perspective, and segmenting a representative sample of the retail customer database. As a second
step, the Multilayer Perceptron (MLP) neural network [1] is used for classifying the remaining
Chilean retail customer database by using the loyalty labels discovered in the first step.

In this case study, customer loyalty is defined by 7 variables, which resume purchase behaviors
of customers in terms of the recency, frequency and monetary information. To distinguish loyal
customers, the recency and frequency information is more important than the monetary information
[3]. Different values for these 7 variables yield 4 types of loyalty labels in the database: loyal,
common, potentially-loyal and non-loyal customers.

Applying these clustering algorithms directly to the entire large Chilean retail database for
exploratory data analysis and segmentation is totally unworkable because analysts must deal with
a huge computational load. Furthermore, each time that a new customer appears, new training of
the clustering algorithms has to be carried out. For these reasons, the proposed two-step approach
is appropriate. Customer loyalty labels can be obtained periodically without additional work. It is
only necessary to execute monthly the trained MLP neural network for obtaining updated customer
loyalty labels in the retail database.

This paper is organized as follows. Section 2 delivers a detailed revision of the literature. Sec-
tion 3 presents the features of this case study based on data mining. Section 4 shows results of
this work. Section 5 establishes a set of validation tasks to show that these customer loyalty labels
make sense from a business perspective by using data which is not used as input for clustering such
as in-store minutes charges for prepaid cell phones and distribution of products in the retail stores.
Finally, Section 6 describes the conclusions of this work with some discussions.

2 Related Work

Within customer-loyalty-related work, Buckinx et. al. [4] presented a multiple linear regression
which is compared against random forests and automatic relevance determination neural networks
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for predicting customer’s behavioral loyalty. Two studies in which the differences among inter-
nal customer groups in a service industry are examined in [15]. As a result, customers who have
switched service providers because of dissatisfaction seem to differ significantly from other cus-
tomer groups in their satisfaction and loyalty behaviors.

A specific loyalty program with data from an online merchant that specializes in grocery and
drugstore items is evaluated in [27]. Through simulation and policy experiments, it is possible
to evaluate and compare the long-term effects of the loyalty program and other marketing instru-
ments (e.g., e-mail coupons, fulfillment rates, shipping fees) on customer retention. A two-stage
approach for dynamically deriving behaviorally persistent segments and subsequent target market-
ing selection using retail-purchase histories from loyalty-program members is proposed in [38].
The underlying concept of behavioral persistence entails an in-depth analysis of complementary
cross-category purchase interdependencies at a segment level.

In [43] a modeling framework to study consumer behavioral loyalty as evidenced by two types
of loyalty is proposed. The first one is hard-core loyalty, when consumers exclusively repeat pur-
chase on one product alternative, and the second is reinforcing loyalty, when consumers may switch
among product alternatives, but predominantly repeat purchase on one or more product alternatives
to a significant extent. The Diamond of Loyalty is showed as a new management tool for customer
loyalty by categorizing customer purchasing styles according to their level of involvement and their
purchasing portfolio across suppliers.

Associated to clustering and segmentation applications, the use of artificial neural networks is
examined for segmenting retail databases. Specifically, the Hopfield-Kagmar clustering algorithm
is used and empirically compared to K-means and mixture model clustering algorithms [2]. A
determination of market segments by clustering households on the basis of their average choice
elasticities across purchases and brands w.r.t. price, sales promotion and brand loyalty is presented
in [17].

In Kiang et. al. [20] an extended version of the SOM network to a consumer data set from the
American Telephone and Telegraph Company (AT&T) is applied. The results are compared against
a two-step procedure that combines factor analysis and K-means cluster analysis in uncovering
market segments. In [25] a comparison of a conventional two-stage method with proposed two-
stage method through the simulated data is presented. The proposed two-stage method integrates
artificial neural networks and multivariate analysis through the combination of SOM and K-means
methods.

In [24] a method which combines the SOM and genetic K-means algorithms for segmenting
a real-world problem of the freight transport industry is presented. Lee and Park [26] presented a
multiagent-based system, called the survey-based profitable customers segmentation system which
executes the customer satisfaction survey and conducts the mining of customer satisfaction survey,
socio-demographic, and accounting database through the integrated uses of Data Envelopment
Analysis (DEA), SOM and C4.5 Decision Tree for the profitable customers segmentation.

In Lingras et. al.[28] changes in cluster characteristics of supermarket customer over a 24 week-
period by using temporal data mining based on the SOM network are studied. This approach is
useful to understand the migrations of the customers from one group to another group. In [34] a
mathematical programming based clustering approach that is applied to a digital platform com-
pany’s customer segmentation problem is presented. In [36] three clustering methods: K-means,
SOM and fuzzy C-means are used to find graded stock market brokerage commission rates based
on the 3-months long total trades of two different transaction modes.

As analytical prediction models to improve CRM, a model to predict partial defection by be-
haviourally loyal clients using three classification techniques: Logistic regression, automatic rele-
vance determination (ARD) Neural Networks and Random Forests is presented. Focusing on partial
attrition of high-frequency shoppers who exhibit a regular visit pattern may overcome the problem
of unidentifiability of total defection in non-contractual settings [3]. An LTV model considering
past profit contribution, potential benefit, and defection probability of a customer is presented in
[18]. This model also covers a framework for analyzing customer value and segmenting customers
based on their value. Customer value is classified into three categories: current value, potential
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value, and customer loyalty. Customers are segmented according to three types of customer value.
A case study on a wireless telecommunication company is also illustrated.

In [31] an investigation of RFM (Recency, Frequency and Monetary), CHAID (CHi-squared
Automatic Interaction Detector), and logistic regression as analytical methods for direct marketing
segmentation, using two data sets is enunciated. As results, CHAID tends to be superior to RFM
when the response rate to mailing of a relatively small portion of the database is low. On the other
hand, RFM is an acceptable procedure in other circumstances. In [37] it is shown that customer
management decisions can be biased and misleading. Indeed, it presented a modeling approach
that estimated the length of a customer’s lifetime and made adjustments for this bias. Using the
model, the financial impact of not accounting for the effect of acquisition on customer retention is
also presented.

Within work related to marketing campaigns and strategy, Luxton [29] published the develop-
ment of a dynamic marketing strategy and details of key steps, technologies and strategies required
to achieve this. This work illustrated the importance of marketing campaign systems and analysis
in the battle to understand customer data and ensure life-long customer loyalty. A customer case
study illustrating the real-life effectiveness of technology and strategy in harnessing the value of
customer data is also presented. A unified strategic framework that enables competing marketing
strategy options to be traded off on the basis of projected financial return, which is operational-
ized as the change in a firm’s customer equity relative to the incremental expenditure necessary to
produce the change is presented in [33].

3 Objectives of the study

The Chilean retail company under study, had had several attempts at obtaining cross selling and
churn analysis by using the entire retail customer base. However, these models delivered very low
success rates. There were no updated labels which can improve the success rates of the predic-
tive models, by splitting the customer base into different groups according to different behavioral
loyalty patterns.

In consequence, the business objective of this work is to incorporate updated loyalty labels in
a column of the database such that the next predictive models that are constructed, can be targeted
more appropriately.

To obtain updated customer loyalty labels for each customer in the large Chilean retail database,
the following objectives must be fulfilled:

1. The creation of a set of variables in function of the recency, frequency and monetary infor-
mation which will help to discriminate among the different types of purchasing behaviors of
the customers. These behaviors are defined under the concept of loyalty in a non-contractual
setting.

2. The use of a set of unsupervised learning algorithms for exploring the multidimensional data
and discovering customer loyalty labels, initially nonexistent in the retail database.

3. The definition of a set of customer loyalty labels which make sense from a business perspective
and the segmentation of a representative sample of the Chilean retail customer database given
the new information.

4. The use of the MLP neural network to classify the remaining Chilean retail customer database
by using the loyalty labels discovered in the exploratory analysis.

5. The generation of an additional column in the retail database which contains, for each customer,
the updated loyalty label for each month. The trained MLP can be executed monthly to update
the loyalty labels.

It is important to note that this work does not propose any methodological innovation nor new
learning algorithms, but employs well-known techniques to solve a complex real-world decision
problem.
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3.1 Supervised and Unsupervised Learning

Learning from data comes in two types: supervised learning and unsupervised learning. In super-
vised learning the variables under investigation can be split into two groups: explanatory variables
and one (or more) dependent variables. The target of the analysis is to specify a relationship be-
tween the explanatory variables and the dependent variable [42].

In unsupervised learning situations all variables are treated in the same way, there is no dis-
tinction between explanatory and dependent variables. Supervised learning requires that the target
variable is well defined and that a sufficient number of its values are given. For unsupervised learn-
ing the target variable is unknown [42].

3.2 Unsupervised algorithms

3.2.1 Self-Organizing Map

The Self-organizing feature map (SOM) neural network was introduced by Kohonen [22], for map-
ping input patterns of a high dimensionality onto an output lattice of a lower dimensionality. The
SOM has been widely utilized for vector quantization (VQ), data projection and multidimensional
visualization. The VQ techniques encode a manifold of data by using a finite set of codebook vec-
tors. In the SOM, output units are arranged on a fixed grid of Nx ×Ny units, i.e. the topological
relations between the output nodes are specified a priori. These units have associated codebook
vectors of the same dimension as the input vectors. The learning algorithm is an adaptive process,
which has the ability to represent the data using the codebook vectors. This learning is carried out
through a set of epochs of training. Typical training tasks consider a number of epochs higher than
400, although this number also depends on the size of the map and the complexity of the input vec-
tors. The SOM performs VQ under the constraint of a predefined neighborhood between neurons
in a discrete output grid. This mapping preserves the distance relationships between input and out-
put spaces. The output grid is usually used for high-dimensional data clustering and visualization.
Figure 1 shows the SOM architecture, both in the input space and in the output space. xi represents
each one of the input vectors, w j represents each one of the codebook vectors, p j represents each
one of the output units. p j is associated to w j .

Fig. 1 The SOM architecture

In the SOM the distances between the codebook vectors are not directly represented on the map.
A coloring scheme such as the U-matrix is required for visualizing the cluster boundaries [39][40].
Figure 2 represents the output grid of a SOM trained with multidimensional data associated to
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technological attributes ratios of a set of countries. In the U-matrix, the darker the color between
output units, the higher the distance between the respective codebook vectors.

Fig. 2 The U-Matrix applied
to a SOM trained with techno-
logical data of countries.

During the training of the SOM, each one of the codebook vectors w j is compared with the
input vector x(t) through the Euclidean distance. Then, the best matching output unit (BMU) is
found j∗ using:

j∗ = argmin j=1...N‖xi(t)−w j(t)‖, (1)

Each codebook vector w j(t) is updated using:

∆w j(t) = w j(t +1)−w j(t) = α(t)×h j j∗(t)× (xi(t)−w j(t)) (2)

where

α(t) = αi

(
α f

αi

)(t/tmax)

(3)

corresponds to a monotonically decreasing learning rate. Typically, αi > α f . Typical values for
αi are between 0.9 and 0.5. Typical values for α f are between 0.1 and 0.001.

h j j∗(t) = e
−
‖p j − p∗j‖2

L(t) (4)

h j j∗(t) represents a gaussian neighborhood function measured in the output grid, where L(t) is a
monotonically decreasing function. Typically, Li > L f . Typical values for Li are between 5.0 and
2.5. Typical values for L f are between 0.5 and 0.01. It is important to note that these values also
depend on the size of the map.

L(t) = L0

(
L f

Li

)(t/tmax)

(5)

3.2.2 Sammon Mapping

The Sammon’s mapping (NLM) is a well-known distance preserving mapping technique which
gives both insight in the presence and the structure of the clusters in the data, and each projection
point corresponds with a data entry [35]. It is a nonlinear method for projecting high-dimensional
vectors in a low-dimensional space, preserving the inter-point distances as close as possible. The
purpose of the NLM is to provide a visual representation of the pattern of distances among a set of
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elements. On the basis of distances between a set of elements a set of points is returned so that the
distances between the points are approximately equal to the original distances.

The Sammon stress, E, reflects the projection error of the input space on the output space. The
lower the E value, the better the projection in the output space. The measure E is defined as:

E =
1

N

∑
j=1

j

∑
i=1

di jw

N

∑
j=1

j

∑
i=1

[di jw −di jp ]2

di jw
(6)

where di jw denotes the distance between the codebook vectors i and j. Likewise, di jp denotes
the distance between the position vectors i and j. Figure 3 shows the 2-dimensional projection of
a NLM using as input the well-known Iris data set [14], which contains 150 input vectors in a
4-dimensional input space.

Fig. 3 The NLM applied to
the well-known Iris data set

However, due to its complexity load O(N2), the NLM is typically used in combination with the
SOM for large databases [23]. This means that the SOM and the Sammon mapping are combined
(SOM/NLM) for projecting high-dimensional data. It is based on the vector quantization property
of the SOM. Although computationally less expensive than the Sammon mapping, the SOM/NLM
approach does not use the output lattice of the SOM. Figure 4 shows a schematic diagram of the
SOM/NLM combination.

Fig. 4 The SOM/NLM com-
bination

3.2.3 Curvilinear Component Analysis

The CCA (Curvilinear Component Analysis) is an enhancement of the SOM which firstly performs
VQ of the data manifold in the input space using the SOM [7]. Secondly, the CCA makes a non-
linear projection of the codebook vectors. The projection part of the CCA is similar to the NLM,
since it minimizes a cost function based on the interpoint distances. The cost function of the CCA
allows to unfold strongly nonlinear or closed structures being its complexity equal to O(N). The
lower the E value, the better the projection in the output space. The measure E is defined as:
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E =
1

2

N

∑
j=1

∑
k 6= j

(D j,k −d j,k)
2F(D j,k,λD) =

1

2

N

∑
j=1

∑
k 6= j

E j,k. (7)

where D j,k represents the Euclidean distance between the output vectors p j and pk. d j,k repre-
sents the Euclidean distance between the codebook vectors w j and wk. F is a weighting function
such as a step function which depends directly of the Euclidean distance between p j and pk for
emphasizing local topology conservation. λD represents a threshold for the step function.

In the CCA the output is not a fixed grid but a continuous space like in the NLM (Figure 3)
that is able to take the shape of the data manifold. The codebook vectors are projected as codebook
positions in the output space, which are updated by a special adaptation rule.

Therefore, the CCA allows preserving local distances while the NLM tries to preserve global
distances. Recently the CCA has been compared with new visualization schemes [9][10] which
use the neural gas network as a clustering algorithm [30].

3.3 Variables for segmentation

Several meetings were held with the retail experts of the Chilean company who explained the
main aspects of their criteria for considering a customer loyal. Different degrees of loyalty which
customers possess were also explained from their perspective in a non-contractual setting. In this
sense, products which belong to loyalty-influencing departments and areas were identified. For
disclosure contract with the retail store, the name of the company is confidential. A department of
the retail store contains similar products to offer. An area contains more specific products within a
department. A department may contain several areas.

This allowed to better understand the underlying business model, including discriminative be-
havioral patterns. During these meetings a set of 23 preliminary variables were designed to discrim-
inate between loyalty and non-loyalty behaviors. These variables were analyzed along with retail
experts to match with the data available in the database. Several tasks to assess the data quality
were done. Checking for correlations among variables and discriminative power, as well as their
consistency with empirical knowledge were also done. The time period used for the analysis was
between August 2004 and September 2005. Finally, the following 7 variables were selected for
initiating the segmentation study:

• STD: Standard deviation of the amount of money spent in different departments of the retail
store during the period.

• TotalAmount: Total amount of money spent during the period.
• FromWhen: Number of months from the last purchasing.
• ProductsBuy: Scoring of products bought during the period.
• DepartmentsBuy: Scoring of the number of loyalty-influencing departments where customer

bought during the period.
• AreasBuy: Scoring of the number of loyalty-influencing areas within departments where cus-

tomer bought during the period.
• HOT: Scoring of how much compulsive is a customer when he/she visits the retail store for

payment reasons.

For further information about the creation of these variables, see the Appendix section.

3.4 Exploratory data analysis

The analysis started with a set of 944253 customers which corresponds to the entire population
under study. A single data set of 944253×7 was calculated and stored into a unique repository for
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further data analysis. Due to the size of the database, the following step was to define a representa-
tive sample which can be used for clustering and segmentation tasks. A 25% (235910) of the entire
population was considered. In order to choose this sample, a simple random sampling method was
used. It establishes as main requirement that distributions of all the variables in the sample must
match with ones of the entire population. In consequence, that sample that preserves empirically
the distributions was selected.

To discover patterns from the sample obtained, the next activity was to do an exploratory data
analysis. The first step was to cluster the sample of 25% by using the SOM. The configuration of
the SOM was a grid of 4× 3, considering a gaussian neighborhood whose initial and final values
were 3.0 and 0.5, respectively. 500 epochs of training were used. A learning rate whose initial and
final values were 0.8 and 0.01 were used. From a business point of view, the reason why to use 12
neurons is for simplicity and an initial insight only needs to be obtained at this step.

Next, a U-Matrix configuration which measures the distance in the input space between the
codebook vectors through a coloring scheme was constructed. Fig. 5 shows the results of the U-
Matrix showing clearly the nearness among the clusters 7, 8 and 11. Farther distances among the
clusters 4, 5, 7 and 8 are evident too. Furthermore, it is possible to observe small distances among
the clusters 6, 9 and 10.

Fig. 5 The U-Matrix of the
Kohonen map of 4× 3 by
using the sample of 25%.

In addition, the NLM was used for mapping the 11 codebook vectors generated by the SOM
from the input space to a continuous output space preserving global distances. Fig. 6 shows the
resulting Sammon’s mapping where it is possible to identify the formation of a group given by the
clusters 7, 8 and 11. Moreover, a set of customers given by the clusters 1, 2 and 4 are located at the
opposed side of the last group. At the middle of the map, three different groups can be identified.
First, a group formed by the clusters 3 and 6 is showed. Secondly, another group formed by the
clusters 9 and 10 is located at the center. Finally, cluster 5 appears more separated at the right side.

The CCA was also used for mapping the 11 codebook vectors generated by the SOM. The
difference is that the CCA’s mapping allows preserving local distances rather global ones between
the input space and the output space. Fig. 7 shows the resulting CCA’s mapping identifying the
formation of the same relative groups showed by the NLM. Although in this map local distances
are better preserved, the relative distances among all the codebook vectors are maintained too.

3.5 Results of the segmentation

By taking into account all the results obtained by the different exploratory data analysis techniques,
it is essential to say that clusters 7, 8 and 11 contain customers with profiles that are strongly loyal.
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Fig. 6 The NLM of the 11
codebook vectors generated
by the Kohonen map of 4×3
by using the sample of 25%.

Fig. 7 The CCA of the 11
codebook vectors generated
by the Kohonen map of 4×3
by using the sample of 25%.

The quantitative analysis for all the clusters can be checked in Table 1 which shows details
about average and standard deviation values for each codebook vector. Qualitative characteristics
for each one of the 11 clusters can be checked in Table 2.

All this information allowed the segmentation of the sample under study. So, each one of the 11
clusters generated by the SOM was labeled according to the quantitative and qualitative character-
istics that the retail experts carefully analyzed. Table 3 shows the class given by the retail experts
to each one of the 11 clusters and the distribution of classes within the sample of 25%. From this
table, it is possible to find 3 clusters as non-loyal, 1 cluster as potentially-loyal, 4 clusters as com-
mon customers and 3 clusters as loyal. The potentially-loyal segment is very important because
the amount of loyal customers may increase through appropriate marketing tasks for this segment.
Each segment contains different characteristics which would allow differentiating even more each
cluster. However, as the idea is to classify the remaining 75% of customers, these 4 categories will
be maintained.

4 Results of the classifier

The following step was to classify the remaining 75% of the entire population by using the sample
of 25%. The entire population was equal to 708343 customers. For classifying, a multilayer feed-
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Table 1 Quantitative characteristics for each one of the 11 clusters obtained

Variables 1 (17%) 2 (32%) 3 (4%)

STD 126.92 ± 0.02 102.92 ± 0.01 170.01 ± 0.02
TotalAmount 198.43 ± 0.03 143.59 ± 0.02 320.66 ± 0.03
FromWhen 4.78 ± 0.39 4.88 ± 0.40 3.95 ± 0.33
ProductsBuy 0 0 0
DepartmentsBuy 4.00 ± 0.28 2.00 ± 0.14 6.00 ± 0.43
AreasBuy 1 ± 0.16 0 2.00 ± 0.33
HOT 0 0 0
Total 41048 77357 9268

Variables 4 (1%) 5 (3%) 6 (3%)

STD 150.03 ± 0.02 134.21 ± 0.02 205.50 ± 0.03
TotalAmount 210.82 ± 0.02 220.72 ± 0.02 410.72 ± 0.04
FromWhen 5.93 ± 0.49 3.51 ± 0.29 2.92 ± 0.24
ProductsBuy 0 0 1.00 ± 0.11
DepartmentsBuy 3.00 ± 0.21 6.00 ± 0.43 1.00 ± 0.11
AreasBuy 2.00 ± 0.33 0 2.00 ± 0.33
HOT 0 0 0
Total 2825 7655 8823

Variables 7 (3%) 8 (3%) 9 (13%)

STD 268.21 ± 0.04 297.97 ± 0.04 17.87 ± 0.01
TotalAmount 634.67 ± 0.07 742.52 ± 0.08 337.33 ± 0.04
FromWhen 2.37 ± 0.20 2.42 ± 0.20 3.25 ± 0.27
ProductsBuy 2.00 ± 0.22 3.00 ± 0.33 1.00 ± 0.11
DepartmentsBuy 9.00 ± 0.64 7.00 ± 0.50 6.00 ± 0.43
AreasBuy 2.00 ± 0.33 2.00 ± 0.33 0
HOT 0 8.00 ± 0.09 0
Total 82726 7539 30798

Variables 10 (4%) 11 (13%)

STD 198.40 ± 0.03 260.90 ± 0.04
TotalAmount 392.76 ± 0.04 608.04 ± 0.07
FromWhen 2.86 ± 0.23 2.19 ± 0.18
ProductsBuy 1.00 ± 0.11 2.00 ± 0.22
DepartmentsBuy 7.00 ± 0.50 9.00 ± 0.64
AreasBuy 1.00 ± 0.17 2.00 ± 0.33
HOT 8.00 ± 0.09 8.00 ± 0.09
Total 11394 30927

forward (MLP) neural network was used. The unlabeled 708343 vectors were only used as a final
testing data set, after training the MLP neural network.

The MLP was formed by the 7 input units, 3 units in the hidden layer and 4 output units. Sig-
moidal activation functions were utilized. Clementine from SPSS was used for obtaining this MLP
model selection. The output unit indicates whether the sample corresponds to non-loyal, potentially
loyal, common or loyal behaviors. In order to build the multi-class classifier the labeled sample of
25% was divided into a training set, a validation set and a testing set (Table 4). The training proce-
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Table 2 Qualitative characteristics for each one of the 11 clusters obtained

Id Description

1 Non-loyal and non-compulsive customers who have no a deep rela-
tionship with the retail company.

2 Non-loyal and non-compulsive customers who have no a deep rela-
tionship with the retail company.

3 Two kinds of customers, they buy a lot of products in loyalty-
influencing areas. They are not compulsive.

4 Unfrequent customers who are compulsive and buy in loyalty-
influencing areas.

5 From all the non-loyal clusters, this is the most loyal. Customers
buy in loyalty-influencing departments. Almost the half of cus-
tomers is compulsive. There are possibilities for loyalty.

6 Customers buy in loyalty-influencing areas. They have high pur-
chasing power. Frequent visits to the retail store. They are non-
compulsive.

7 Loyal customers. They buy in loyalty-influencing departments.
They are non-compulsive. Non-compulsive housewives.

8 Loyal customers. They buy in loyalty-influencing departments.
They are compulsive and have high purchasing power.

9 Non-loyal and non-compulsive customers who have no a deep rela-
tionship with the retail company. High purchasing power.

10 Non-loyal, compulsive customers and high purchasing power.
11 Loyal customers. They buy in loyalty-influencing departments.

Compulsive housewives.

Table 3 Segmentation of the sample of 25%

Cluster identifier Label Description Distribution (%)

1, 2, 4 0 Non-loyal 51.39% (121230)
5 1 Potentially-loyal 3.24% (7655)
3, 6, 9, 10 2 Common customers 25.55% (60283)
7, 8, 11 3 Loyal 19.82% (46742)
Total 100.00% (235910)

dure minimized the error measured on the validation set while using the training set to adjust the
networks’ weights. This technique known as early stopping provides a principled method for se-
lecting models that generalize well without sacrificing capacity, hence avoiding over-fitting to the
training data’s noise while keeping the classifier’s ability to learn non-linear discriminant bound-
aries [5]. The testing set originated from the sample of 25% was used to estimate the generalization
performance of the system. In this work, the final objective is to obtain a customer loyalty mark
that allows labeling monthly each customer in the database. Later, this label may be used to distin-
guish customers based on different purchasing behaviors and therefore select the loyal customers
to participating in each direct marketing application among other constraint-driven activities. This
classifier does not consist in identifying a set of customers with the highest likelihood as in when
cross selling, up selling and churn models are created. This prediction of customer loyalty labels is
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a first step before creating predictive models to specific products and hence there is no product to
offer to customers at this point yet.

For training purposes, the potentially-loyal customers were multiplied 16 times randomly, the
common customers were duplicated randomly and the loyal customers were triplicated randomly
to remove possible bias. Differences in prior class probabilities or class imbalances lowers the
performance of some standard classifiers, such as decision trees and MLP neural networks [19].
This problem has been studied extensively, being the random oversampling of minority classes an
adequate strategy to deal with this in MLP neural networks [6] [19] [41] [44].

Table 4 Distribution of the labeled sample of 25%

Category Set Number of cases

Non-loyal Training 51029
Potentially-loyal Training 3079
Common customers Training 26282
Loyal Training 18600
Total Training 98990

Non-loyal Validation 21870
Potentially-loyal Validation 1319
Common customers Validation 11264
Loyal Validation 7972
Total Validation 42424

Non-loyal Testing 48687
Potentially-loyal Testing 3066
Common customers Testing 24068
Loyal Testing 18675
Total Testing 94496

Such as in [8] and [11], Table 5 shows the percentage of correct classifications for each one of
the customer loyalty labels. All these labels had a performance over 99 percent of correct classifi-
cations in the test set.

Table 5 Percentage of correct classifications on the testing data set of the 25% of the population
for 4 customer loyalty labels

Category Test (%)

Non-loyal 99.97
Potentially-loyal 99.64
Common 99.84
Loyal 99.52
Average 99.74

Next, the classification is applied over the remaining 75% of the entire unlabeled population.
The distribution of labels generated for this final testing set is showed in Table 6.
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Table 6 Classification generated for the remaining 75% of the retail industrial database

Label description Distribution

Non-loyal 50.38% (356895)
Potentially-loyal 4.16% (29478)
Common customers 25.48% (180468)
Loyal 19.98% (141502)
Total 100.00% (708343)

5 Business Validation

Two different tasks for validating from a business perspective the resulting segments are presented.
Both tasks are only applied to customers who belong to the non-loyal and loyal segments.

The first task refers to analyzing in-store minutes charges done by the non-loyal and loyal
customers for prepaid cell phones. The second one consists in constructing distribution of products
bought by the non-loyal and loyal customers in the departments and areas of the store.

Both of these analysis deliver similar conclusions. Loyal customers have a higher degree of
participation with the store than non-loyal customers, buying in departments and areas which are
more profitable for the store.

These variables were not used as inputs for producing the customer loyalty segmentation.

5.1 In-store minutes charges for prepaid cell phones

Table 7 shows the number of customers per segment along with the number of customers who
generate at least one in-store minutes charge during the analysis time window. The last column in
Table 7 establishes the percentage of each segment with in-store minutes charges. 15.1% of the
non-loyal segment do at least one in-store minutes charge. The percentage is almost duplicated
when referring to loyal customers. 20.1% corresponds to the relative value of customers who do
in-store minutes charges in relation with the total population.

Table 8 explains the difference between the non-loyal and loyal segments when the money spent
in buying minutes charges for prepaid cell phones and the number of in-store minutes charges are
taken into account. As it can be observed the loyal segment spend on average U$93.12 in buying
minutes charges for prepaid cell phones whereas the non-loyal segment only spends on average
U$67.48. Similar situation occurs when comparing the number of in-store minutes charges between
both segments. On average, 10.58 is the value of charges that a customer, who belongs to the loyal
segment, does during the analysis time window. Non-loyal customers show on average a value of
7.66 to indicate the number of charges in the same period of time.

This information is valuable because the in-store minutes charges item corresponds to an exter-
nal business from where the company wants to obtain more profitability in the future. All of these
differences between segments are significative, showing that the discovered segments make sense
from a business point of view.
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Table 7 In-store minutes charges done by non-loyal and loyal customers for prepaid cell phones

Segment Total population Customers with in-store
minutes charges

Percentage of customers
with in-store minutes
charges

Non-loyal 477914 72240 15.1%
Potentially-loyal 36944 7160 19.4%
Common customers 240640 54877 22.8%
Loyal 188705 55644 29.5%
Total 944253 189921 20.1%

Table 8 Average spent money and average number of in-store minutes charges for non-loyal and
loyal customers

Segment Spent money Average number of in-
store minutes charges

Non-loyal U$67.48 7.66
Loyal U$93.12 10.58

5.2 Distribution of products in the store

Figure 8 shows the distribution of money spent by the total population in the different departments
of the store during the analysis time window. The values are expressed in U.S. dollars. It can be
observed that the money spent in the Electronic equipment department is the highest reaching
U$8500000. This is expected because this department contains products which are more expen-
sive than those of other departments. On the other hand, the Women department has associated
U$4200000 in purchases.

Fig. 8 Money spent by the to-
tal population per departments
in the store during the analysis
time window. 1: Household,
2: Home appliances, 3: Men,
4: Women, 5: Kids, 6: Men’s
footwear, 7: Sports, 8: Elec-
tronic equipment, 9: Women’s
footwear, 10: Others

Figure 9 shows the distribution of money spent by the loyal segment in the different departments
of the store during the analysis time window. The values are expressed in U.S. dollars. It can be
observed that the money spent in the Electronic equipment department is also the highest reaching
U$290000. On the other hand, the Women department has associated U$225000 in purchases. In
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comparison with the Electronic equipment department the remaining departments maintain the
same proportions in both cases.

Fig. 9 Money spent by the
loyal customers per depart-
ments in the store during
the analysis time window. 1:
Household, 2: Home appli-
ances, 3: Men, 4: Women, 5:
Kids, 6: Men’s footwear, 7:
Sports, 8: Electronic equip-
ment, 9: Women’s footwear,
10: Others

Figure 10 shows the distribution of money spent by the non-loyal segment in the different de-
partments of the store during the analysis time window. The values are expressed in U.S. dollars.
It can be observed that the money spent in the Electronic equipment department is also the high-
est reaching U$300000. On the other hand, the Women department has associated U$78000 in
purchases.

Fig. 10 Money spent by the
non-loyal customers per de-
partments in the store during
the analysis time window. 1:
Household, 2: Home appli-
ances, 3: Men, 4: Women, 5:
Kids, 6: Men’s footwear, 7:
Sports, 8: Electronic equip-
ment, 9: Women’s footwear,
10: Others

In consequence, it is possible to verify that buying products in the Women department is a
strong signal of how loyal a customer can become with the store. The subjective scores given by
the retail experts for loyalty-influencing departments address appropriately the concept of loyalty
in this case. The Women department is one of the most profitable departments in the store.

Figures 11 and 12 show the number of products bought by the loyal and non-loyal customers,
respectively, in those areas that form the Women department: Lingerie and sleepwear, Casual cloth-
ing, Women’s on trend clothing, Exclusive lingerie, Women’s underwear, Women’s leathers, Teen
female jeans, Female teenager, Cosmetics and Fragrances and Bathing Suits.

Figure 11 presents the distribution of products bought by the loyal customers in the different
areas of the Women department. Figure 12 presents the distribution of products bought by the non-
loyal customers in the different areas of the Women department. It can be observed that buying in
the areas Exclusive lingerie, Women’s underwear, among others is an important signal of loyalty
in the store. Consequently, the subjective scores given by the retail experts for loyalty-influencing
areas address also appropriately the concept of loyalty.
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Fig. 11 Total number of
products bought by the loyal
customers per areas in the
store during the analysis
time window. 17: Lingerie
and sleepwear, 18: Casual
clothing, 19: Women’s on
trend clothing, 28: Exclusive
lingerie, 33: Women’s under-
wear, 35: Women’s leathers,
37: Teen female jeans, 38: Fe-
male teenager, 45: Cosmetics
and fragrances, 53: Bathing
Suits

Fig. 12 Total number of
products bought by the non-
loyal customers per areas in
the store during the analysis
time window. 17: Lingerie
and sleepwear, 18: Casual
clothing, 19: Women’s on
trend clothing, 28: Exclusive
lingerie, 33: Women’s under-
wear, 35: Women’s leathers,
37: Teen female jeans, 38: Fe-
male teenager, 45: Cosmetics
and fragrances, 53: Bathing
Suits

6 Conclusions and Discussion

A large database of customers who buy in a Chilean retail store has been segmented by using the
data mining process through the design of behavioral loyalty indicators which measure the recency,
frequency and monetary information. Within the proposed neural-mining approach, a number of
7 variables were used for clustering a representative sample of the entire population. Later, ex-
ploratory data analysis was developed for discovering different insights of the sample of 25%.
Specifically, the SOM, the NLM and the CCA algorithms were used for clustering and segmen-
tation. All of them generated analogue conclusions about the natural structure of the multidimen-
sional data which allowed retail experts segment the sample into 4 different categories: Non-loyal,
potentially-loyal, common customers and loyal customers. Next, a MLP neural network was uti-
lized to classify the remaining 75% of customers of the entire database.

Checking the results obtained, a 19% of the entire population was labeled as loyal, purchasing
preferably and frequently products located in children and women clothes departments and spend-
ing a high amount of money monthly. This 19% is partitioned as follows. A 13% can be considered
as a compulsive loyal housewives segment because they can be easily tempted with some bargains
when they visit the retail store. A 3% can be called loyal in a vip sense because they possess a high
purchasing power and are compulsive. Finally, 3% are called non-compulsive housewives who buy
in loyalty-influencing departments. On the other hand, 4% of customers could become loyal in
a strong sense if marketing strategies are well focused. A 50% of the population corresponds to
non-loyal customers whereas 1% of the customers are unfrequent in terms of purchasing behavior,
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buying products in non-importance departments and areas according to loyalty. In addition, a few
number of visits are registered during the year.

This segmentation produced robust results. The trained MLP can be executed monthly to up-
date the loyalty labels. This is a critical point because the database is large. As a conclusion, the
classification delivered similar percentages for each class in both the sample and the remaining
vectors. This can be observed comparing Tables 3 and 6. The underlying motivations for using this
neural framework through the clustering and classification stages were: to know how the customer
database was grouped naturally, to decrease computational load of the clustering algorithms when
applied to a large database and to establish a robust classification of the entire customer database.
Generate an additional column in the retail database which contains, for each customer, the updated
loyalty label for each month was the final objective of this study.

The results of this work have had a high impact within the retail store. Firstly, although retail
experts knew by intuition that the loyal customers percentage was about 20%, they did not have any
objective measurement to confirm it. Secondly, this solution not only has allowed to obtain further
and new information about loyal segment but also important figures and features (Tables 1 and 2,
respectively) about other segments within the customer database have been reached. After applying
this scheme, novelty knowledge has been generated through the data stored. Finally, many tasks
for generating profitability such as cross selling, churn analysis, advertisement campaigns, pricing
analysis and life time value analysis have become more successful. For instance, churn analysis
was executed over the entire population before our solution without obtaining successful results.
After our solution, churn analysis has been focused on each segment, predicting a higher churn rate
each month. Furthermore, the capability of our solution has been emphasized by retail experts as a
simple way of classifying which diminishes efforts considerably within the organization. Indeed, a
few minutes are required each month to classify the entire customer database and fill the respective
loyalty column in the database.

A set of business validation tasks to verify that customer loyalty labels make sense from a
business perspective by using data about in-store minutes charges for prepaid cell phones and dis-
tribution of products per departments and areas of the retail stores was presented. As a conclusion
of these validation tasks, it can be established that loyal customers have a higher degree of partic-
ipation with the store than non-loyal customers, buying in departments and areas which are more
profitable for the retail company. Furthermore, retail experts addressed appropriately the allocation
of loyalty scores to departments and areas.
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Appendix

Table 9 shows the ProductsBuy variable defined along with the retail experts. The ProductsBuy
variable is obtained by coding between 0 and 9 the number of different products bought during
the analysis time. For instance, if a customer buys 34 different products during the period, the
ProductsBuy variable scores 3 for that customer.

DepartmentsBuy and AreasBuy variables were defined according to subjective loyalty degrees
established by retail experts. These degrees are: 0, 1, 2 or 3 which are added up for a customer
who buys in the respective departments and areas. 0 corresponds to a department which does not
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Table 9 ProductsBuy variable. It is obtained by coding between 0 and 9 the number of different
products bought during the period.

Number of products ProductsBuy variable

0-9 0
10-19 1
20-29 2
30-39 3
40-49 4
50-59 5
60-69 6
70-79 7
80-89 8
90- ∞ 9

generate loyalty in those customers who buy products from it. The analogue situation occurs with
the AreasBuy variable.

The DepartmentBuy variable corresponds to the sum of department scores. The AreaBuy vari-
able corresponds to the sum of areas scores.

HOT variable measures how much compulsive a customer is when he/she visits the retail store
for payment reasons. This means that when a customer goes every month to the retail store for
paying installments of products bought previously, some bargains in the store tempt customer to
buy other products. This variable is given by retail experts supposing that the number of visits done
by customer during the year is 12 (1 visit per month). The entire scoring of the HOT variable is
described in Table 10.

Table 10 HOT variable. This variable is given by retail experts supposing that the number of visits
done by customer during the year is 12 (1 visit per month).

Number of visits HOT variable

0 0
1 8
2 16
3 25
4 33
5 41
6 50
7 58
8 66
9 75
10 83
11 91
12 100
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PCA-based Time Series Similarity Search

Leonidas Karamitopoulos, Georgios Evangelidis, and Dimitris Dervos

Abstract We propose a novel approach in multivariate time series similarity search for the purpose
of improving the efficiency of data mining techniques without substantially affecting the quality
of the obtained results. Our approach includes a representation based on Principal Component
Analysis (PCA) in order to reduce the intrinsically high dimensionality of time series, and utilizes
as a distance measure a variation of the Squared Prediction Error (SPE), a well-known statistic
in the Statistical Process Control community. Contrary to other PCA-based measures proposed in
the literature, the proposed measure does not require applying the computationally expensive PCA
technique on the query. In this paper, we investigate the usefulness of our approach in the context
of query by content and 1-NN classification. More specifically, we consider the case where there
are frequently arriving objects that need to be matched with the most similar object in a database
or that need to be classified into one of several pre-determined classes. We conduct experiments on
four datasets used extensively in the literature, and we provide the results of the performance of our
measure and other PCA-based measures with respect to classification accuracy and precision/recall.
Experiments indicate that our approach is at least comparable to other PCA-based measures and a
promising option for similarity search within the Data Mining context.

1 Introduction

Rapid advances in automated monitoring systems and storing devices have led to the generation of
huge amounts of data in the form of time series, that is, series of measurements recorded through
time. Inevitably, (most of) this volume of data remains unexploited, since the traditional methods
of analyzing data do not adequately scale to the massive datasets frequently encountered. In the last
decade, there has been an increasing interest in the Data Mining field, which involves techniques
and algorithms capable of efficiently extracting patterns that can potentially constitute knowledge
from very large databases.
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The field of time series data mining mainly considers methods for the following tasks: clus-
tering, classification, novelty detection, motif discovery, rule discovery, segmentation and index-
ing [27]. At the core of these tasks lies the concept of similarity, since most of them require search-
ing for similar patterns [18]. Two time series can be considered similar when they exhibit similar
shape or pattern. However, the presence of high levels of noise demands the definition of a sim-
ilarity/distance measure that allows imprecise matches among series [8]. In addition to that, the
intrinsically high dimensionality of time series affects the efficiency of data mining techniques.
Note that the dimensionality is defined by the length of the time series. In other words, each time
point can be considered as a feature whose value is recorded. Thus, an appropriate representation
of the time series is necessary in order to manipulate and efficiently analyze huge amounts of data.
The main objective is to reduce the dimensionality of a time series by representing it in a lower
dimension and analyze it in this dimension. There have been several time series representations
proposed in the literature for the purpose of dealing with the problem of the “dimensionality curse”
that appears frequently within real world data mining applications [1, 23].

In this paper, we consider the case of multivariate time series, that is, a set of time series
recorded at the same time interval. Contrary to the univariate case, the values of more than one
attribute are recorded through time. The objects under consideration can be expressed in the form
of matrices, where columns correspond to attributes and rows correspond to time instances. Notice
that a univariate time series can be expressed as a column (or row) vector that corresponds to the
values of one attribute at consecutive time instances. Multivariate time series frequently appear in
several diverse applications. Examples include human motion capture [24], geographical informa-
tion systems [7], statistical process monitoring [17], or intelligent surveillance systems [31]. For
instance, it is of interest to form clusters of objects that move similarly by analyzing data from
surveillance systems or classify current operating conditions in a manufacturing process into one
of several operational states.

As a motivating example, consider the task of automatically identifying people based on their
gait. Suppose that data is generated using a motion capture system, which transmits the coordinates
of 22 body joints every second (i.e., 66 values) for two minutes (i.e., 120 seconds). The resulting
dataset consists of 66 time series and 120 time instances, and corresponds to a specific person.
This dataset can be expressed as a matrix X120×66. Also, suppose that we have obtained gait data
for every known person under different conditions, for example, under varying gait speeds, and
stored it in a database. Each record corresponds to one person and holds the gait data, which
can be considered as a matrix, along with a label that indicates the identity of this person. Note
that there is more than one record that corresponds to the same person, since we have obtained
gait data under different conditions for every known person. Given this database, the objective is
to identify a person under surveillance. In this case, we search the database for the most similar
matrix to the one that is generated by this person. This task can be considered as a classification
task. Each known person represents a class that consists of the gait data of this person generated
under different conditions. The task is to classify (identify) a person under surveillance into a class.

This classification problem can be virtually handled by (other) classic classification tech-
niques [32, 26], if each matrix is represented as a vector by concatenating its columns (i.e., the
values of the corresponding attributes). However, we have to consider two issues with respect to
this approach. The first issue is that the problem of high dimensionality deteriorates in the case
of multivariate time series, since it is not only the length of the time series, but also the number
of attributes that determine the dimensionality. In the previous example, the matrix X120×66 that
corresponds to the gait data of one person constitutes an object of 7920 (120× 66) dimensions.
The second issue is that the correlations among attributes of the same multivariate time series are
ignored. This loss of information may be of serious importance within a classification application.

We introduce a novel approach in identifying similar multivariate time series, which includes a
PCA-based representation for the purpose of dimensionality reduction and a distance measure that
is based on this representation. Principal Component Analysis (PCA) is a well-known statistical
technique that can be used to reduce the dimensionality of a multivariate dataset by condensing
a large number of interrelated variables into a smaller set of variates, while retaining as much as
possible of the variation present in the original dataset [13]. In our case, the interrelated variables
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are in the form of time series. We provide a novel PCA-based measure that is a variation of the
Squared Prediction Error (SPE) or Q-statistic, which is broadly utilized in Multivariate Statisti-
cal Process Control [19]. Contrary to other PCA-based measures proposed in the literature, this
measure does not require applying the computationally expensive PCA technique on the query.
Moreover, we provide a method that further speeds up the calculations of the proposed measure
by reducing the dimensionality of each one of the time series that form the query object during the
pre-processing phase. Although our approach can be applied on other types of data, we concentrate
on time series for two reasons. First, this type of data differs from other domains in that it exhibits
high dimensionality, high feature correlation, and high levels of noise. Second, a large portion of
data is generated in the form of time series in almost all real-world applications.

The objective of our approach is to provide a means for improving the efficiency of data mining
techniques without substantially affecting the quality of the corresponding results. In particular, the
dimensionality reduction of the original data improves the scalability of any data mining technique
that will be applied subsequently, and the proposed measure aims at maintaining the quality of the
results. In this paper, we investigate the potential usefulness of our approach, mainly in the context
of query by content and 1-NN classification. More specifically, we consider the case where there
are frequently arriving objects that need to be matched with the most similar object in a database
or that need to be classified into one of several pre-determined classes.

In Section 2, we discuss PCA with respect to similarity search and we provide related work.
Section 3 introduces our approach and provides a distance measure that is based on Multivariate
Statistical Process Control. In Section 4, we describe the experimental settings with respect to the
datasets, the methods, and, the rival measures. The results of our experiments are presented and
discussed in Section 5. Finally, conclusions and future work are provided in Section 6.

2 Background

We briefly review Principal Component Analysis on multivariate data in Section 2.1. Similarity
search is based on shapes, meaning that two time series are considered similar when their shapes
are considered to be “close enough”. Apparently, the notion of “close enough” depends heavily
on the application itself, a fact that affects the decision of the pre-processing phase steps to be
followed, the similarity measure to be utilized, and the representation to be applied on the raw data
(Section 2.2). Finally, in Section 2.3, we review several PCA-based measures.

2.1 Review of PCA

PCA is applied on a multivariate dataset, which can be represented as a matrix Xn×p. In the case
of time series, n represents their length (number of time instances), whereas p is the number of
variables being measured (number of time series). Each row of X can be considered as a point in p-
dimensional space. The objective of PCA is to determine a new set of orthogonal and uncorrelated
composite variates Y( j), which are called principal components:

Y( j) = a1 jX1 +a2 jX2 + · · ·+ap jXp, j = 1,2, . . . p (1)

The coefficients ai j are called component weights and Xi denotes the ith variable. Each principal
component is a linear combination of the original variables and is derived in such a manner that its
successive component accounts for a smaller portion of variation in X . Therefore, the first principal
component accounts for the largest portion of variance, the second one for the largest portion of
the remaining variance, subject to being orthogonal to the first one, and so on. Hopefully, the first
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m components will retain most of the variation present in all of the original variables (p). Thus,
an essential dimensionality reduction may be achieved by projecting the original data on the new
m-dimensional space, as long as, m ≪ p.

The derivation of the new axes (components) is based on Σ, where Σ denotes the covariance ma-
trix of X . Each eigenvector of Σ provides the component weights ai j of the Y( j) component, while
the corresponding eigenvalue, denoted λ j , provides the variance of this component. Alternatively,
the derivation of the new axes can be based on the correlation matrix, producing slightly different
results. These two options are equivalent when the variables are standardized (i.e. they have mean
equal to zero and standard deviation equal to one).

Intuitively, PCA transforms a dataset X by rotating the original axes of a p-dimensional space
and deriving a new set of axes (components), as in Fig. 1. The component weights represent the
angles between the original and the new axes. In particular, the component weight ai j is the cosine

of the angle between the ith original axis and the jth component [10]. The values of Y( j) calculated
from Eq. 1 provide the coordinates of the original data in the new space.

Conclusively, the application of PCA on a multivariate dataset Xn×p results in two matrices, in
particular the matrix of component weights Ap×p and the matrix of variances Λp×1. In addition to
that, the matrix of the new coordinates Yn×p of the original data can be calculated from A, since
Y = X ·A.

2.2 Implications of PCA in Similarity Search

Regarding the pre-processing phase, there are four main distortions that may exist in raw data,
namely, offset translation, amplitude scaling, time warping and noise. Distance measures may be
seriously affected by the presence of any of these distortions, resulting most of the times in missing
similar shapes. Offset translation refers to the case where there are differences in the magnitude of
the values of two time series, while the general shape remains similar (Fig. 2). This distortion is in-
herently handled by PCA, since it is based on covariances, which are not affected by the magnitude
of the values. This is a potential disadvantage of PCA, if similarity search is to be based also on
the magnitude of the values. Amplitude scaling refers to the case where there are differences in the
magnitude of the fluctuations of two time series, while the general shape remains similar (Fig. 2).
In this case, PCA representation can be based on the correlations among variables, instead of the
covariances. This is an alternative way of deriving the principal components that produces slightly
different results, but not essentially different in the context of dimensionality reduction. Time warp-
ing, which may be global or local, refers to the acceleration or deceleration of the evolvement of a
time series through time. In the case of global time warping (i.e. two multivariate time series evolve
in different rates), PCA representation is expected to be similar, since the shorter time series can be

Fig. 1 A multivariate time
series consisting of two vari-
ables (X 1 and X 2) and ten
time instances. Dots represent
the time instances, while solid
lines represent the principal
components that have been
derived by PCA. A dimen-
sionality reduction can be
achieved, if only the first com-
ponent Y (1) is retained and
data is projected on it.
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considered as a systematic random sample of the longer one, resulting to a similar covariance ma-
trix. Intuitively, the existence of local time warping distortions may be captured by the covariances
of the corresponding variables. Finally, noise is intrinsically handled by PCA, since the discarded
principal components account mainly for variations due to noise.

Fig. 2 Two of the distortions that may exist in raw time series data

Another issue in the pre-processing phase is the handling of time series of different lengths.
PCA requires variables (time series) of equal length for the same object. For example, an object
Xn×p consists of p time series that all have the same length n. Therefore, this is a limitation of
this technique. However, similarity search is performed among objects, and thus, it is based on the
produced matrices Ap×p and Λp×1, which are independent of the lengths of the series. For example,
the comparison of two objects Xn×p and Qm×p is feasible, since their PCA representations are
independent of n and m, respectively.

Similarity search also requires a measure that quantifies the similarity or dissimilarity between
two objects. Under PCA transformation, this measure should be based on at least one of the pro-
duced matrices, mentioned in the previous paragraph, Ap×p, Λp×1, and Yn×p. The central concept
is that, if two multivariate time series are similar, their PCA representations will be similar, that is,
the produced matrices will be close enough. Searching similarity based on Ap×p, means to compare
the angles of principal components derived from two multivariate time series, whereas searching
based solely on Yn×p is useless, since these values are coordinates in different spaces. Λp×1 con-
tains information about the shape of the time series and it may be used in conjunction with Ap×p

for further distinguishing power.
The PCA representation of a dataset Xn×p consists of the component weight matrix Ap×p and

the variances matrix Λp×1. The data reduction may be substantial as long as the number of time
instances n is much greater than the number of variables p. Moreover, a further data reduction can
be achieved, if only m components are retained, where m < p. There are several criteria for deter-
mining the number of components to retain, such as the scree graph or the cumulative percentage
of total variation [13]. According to the latter criterion, one could select that value for m, for which
the first m components retain more than 90% of the total variation present in the original data.

Although PCA-based similarity search is complicated and usually requires expensive computa-
tions, it may improve the quality of similarity search providing at the same time useful information
for post hoc analysis.
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2.3 Related Work

Although there is a vast literature in univariate time series similarity search, the case of multi-
variate time series has not been extensively explored. Most of the papers concentrate on indexing
multidimensional time series and provide an appropriate representation scheme and/or a similarity
measure. In addition to that, most of the research interest lays on trajectories, which usually consist
of 2 or 3 dimensional time series.

The authors of [34] and [5] suggest similarity measures based on the Longest Common Sub-
sequence (LCSS) model, whereas a modified version of the Edit Distance for real-valued series is
provided in [8]. Bakalov et al. [2] extend the Symbolic Aggregate Approximation (SAX) [23] and
the corresponding distance measure for multivariate time series. Vlachos et al. [33] propose an in-
dexing framework that supports multiple similarity/distance functions, without the need to rebuild
the index. Several researchers approach similarity search by applying a measure and/or an indexing
method on transformed data. Kahveci et al. [15] propose to convert a p-dimensional time series of
length n to a univariate time series of length np by concatenation, and then apply a representation
scheme for the purpose of dimensionality reduction. Lee et al. [21] propose a scheme for search-
ing a database, which, in the pre-processing phase includes the representation (e.g. DFT) of each
one of the p time series separately. Cai & Ng [6] approximate and index multidimensional time
series with Chebyshev polynomials. In the latter three papers, the Euclidean distance is applied as
a distance measure.

On the other hand, there are several PCA-based measures that have been proposed in order to
compare two objects, which are in the form of multivariate time series. The main idea is to derive
the principal components for each one and then to compare the produced matrices.

Suppose that we have two multivariate time series denoted Xn×p and Qn×p. Applying PCA
on each one results in the matrices of component weights AX and AQ and variances ΛX and ΛQ

respectively. All the following measures assume that the number of variables p is the same for all
series. This is a rational assumption, since usually, the same process within a specific application
generates these series.

One of the earliest measures has been proposed by Krzanowski [20]. This measure (Eq.2) is
applicable to time series, although originally it was not applied on such type of data. The proposed
approach is to retain m principal components and compare the angles between all the combinations
of the first m components of the two objects.

SimPCA(X ,Q) = trace(AT
X AQAT

QAX ) =
m

∑
i=1

m

∑
j=1

cos2θi j, 0 ≤ SimPCA ≤ m (2)

where θi j is the angle between the ith principal component of X and the jth principal component
of Q.

Johannesmeyer [12] modified the previous measure by weighting the angles with the corre-
sponding variances as in Eq. 3.

Sλ
PCA(X ,Q) =

m

∑
i=1

m

∑
j=1

(λXi
·λQ j

· cos2θi j)/
m

∑
i=1

λXi
·λQ j

, 0 ≤ Sλ
PCA ≤ 1 (3)

Yang & Shahabi [35] propose a similarity measure, Eros, which is based on the acute angles
between the corresponding components from two objects X and Q (Eq. 4). Contrary to the previous
measures, all components are retained from each object and their variances form a weight vector w.
More specifically, the variances obtained from all the objects in a database are aggregated into one
weight vector, which is updated when objects are inserted or removed from the database. Finally,
the authors provide lower and upper bounds for this measure.

Eros(X ,Q,w) =
p

∑
i=1

w(i) · |cosθi|, 0 ≤ Eros ≤ 1 (4)
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Li & Prabhakaran [22] propose a similarity measure for recognizing distinct motion patterns in
motion streams in real time. This measure, which is called k Weighted Angular Similarity (kWAS),
can be obtained by applying singular value decomposition on the transformed datasets, XT X and
QT Q, and retaining the first m components. kWAS is based on the acute angles between the corre-
sponding components weighted by the corresponding eigenvalues (Eq. 5).

Ψ(X ,Q) =
1

2

m

∑
i=1

((σi/
n

∑
i=1

σi +λi/
n

∑
i=1

λi)|ui · vi|), 0 ≤ Ψ(X ,Q) ≤ 1 (5)

where σi and λi are the eigenvalues corresponding to the ith eigenvectors ui and vi of matrices
XT X and QT Q. When the original datasets are mean centered, the above procedure is equivalent
to applying PCA on the original data. The eigenvectors ui and vi are the corresponding principal
components, while the eigenvalue-based weight in Eq. 5 is equal to the one obtained, if σi and λi

are replaced by the variances of the corresponding components. The absolute value implies that
the cosine of the acute angles is computed.

Singhal & Seborg [29] extend Johannesmeyer’s [12] measure by incorporating an extra term,
which expresses the distance between the original values of the two objects. This term is based on
Mahalanobis distance and on the properties of the Gaussian distribution.

Another measure that incorporates the distance between the original values of two objects has
been proposed by Otey & Parthasarathy [25]. The authors define a distance measure in terms of
three dissimilarity functions that take into account the differences among the original values, the
angles between the corresponding components and the difference in variances. For the first term,
the authors propose to use either the Euclidean or the Mahalanobis distance, whereas the second
term is defined as the summation of the acute angles between the corresponding components, given
that all components are retained. The third term accounts for the differences in the distributions of
the variance over the derived components and is based on the symmetric relative entropy [9].

In the context of Statistical Process Control, Kano et al. [16] propose a distance measure for
the purpose of monitoring processes and identifying deviations from normal operating conditions.
This measure is based on the Karhunen-Loeve expansion, which is mathematically equivalent to
PCA. However, it involves applying eigenvalue decomposition twice during its calculation, which
is the most computationally expensive part.

3 Proposed Approach

In this paper, we propose a novel approach in multivariate time series similarity search that is based
on Principal Component Analysis. The main difference to other proposed methods is that it does
not require applying PCA on the query object. Remember that an object is a multivariate time
series that is expressed in the form of a matrix.

More specifically, PCA is applied on each object Xn×p of a database and the derived matrix of
component weights Ap×m is stored (where m is the number of the retained components). Although
this task is computationally expensive, it is performed only once during the preprocessing phase.

When a query object arrives, the objective is to identify the most similar object in the database.
We propose a distance measure that relates to the Squared Prediction Error (SPE), a well-known
statistic in Multivariate Statistical Process Control [19]. In particular, each time instance qi of a
query object Qν×p is projected on the plane derived by PCA and its new coordinates (q′i) are
obtained (Eq. 6).

q′i = qi ·A, i = 1,2, . . .ν (6)

In order to determine the error that this projection introduces to the new values, we need to
calculate the predicted values (q̂i) of qi (Eq. 7).
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q̂i = q′i ·AT , i = 1,2, . . .ν (7)

SPE is the sum of the squared differences between the original and the predicted values, and
represents the squared perpendicular distance of a time instance from the plane (Eq. 8).

SPEi =
p

∑
j=1

(qi j − q̂i j)
2, i = 1,2, . . .ν (8)

This measure can be extended in order to incorporate all time instances of the query object
Qν×p (Eq. 9). We call this new distance measure SPEdist (Squared Prediction Error Distance).

SPEdist(X ,Q) =
ν

∑
i=1

p

∑
j=1

(qi j − q̂i j)
2 (9)

SPE is particularly useful within statistical process control because it is very sensitive to out-
liers, and thus, it can efficiently identify possible deviations from the normal operating conditions
of a process. However, this sensitivity may be problematic in other applications that require more
robust measures. Therefore, we propose a variation of SPEdist, that utilizes the absolute differences
between the original and the predicted values (Eq. 10). We call this measure APEdist (Absolute
Prediction Error Distance).

APEdist(X ,Q) =
ν

∑
i=1

p

∑
j=1

|qi j − q̂i j| (10)

The main concept is that, the most similar object in a database is defined to be the one, whose
principal components describe more adequately the query object with respect to the reconstruction
error. A similar approach can be found in the work of Barbic et al. [3], who propose a technique for
the purpose of segmenting motion capture data into distinct motions. However, the authors utilize
the squared error of the projected values and not the predicted values, as we propose in our work.
Moreover, they focus on an application that involves one multivariate time series, which should be
segmented.

As it was mentioned earlier, the proposed approach does not apply the computationally expen-
sive PCA technique on the query object. Moreover, we provide a method that further speeds up the
calculation of APEdist, hopefully, without substantially affecting the quality of similarity search.
This method involves applying a dimensionality reduction technique on each one of the time se-
ries that form the query object, as a pre-processing step. The proposed technique is the Piecewise
Aggregate Approximation (PAA) that was introduced independently by Keogh et al. [18] and, Yi
& Faloutsos [36]. PAA is a well-known representation in the data mining community that can be
extremely fast to compute. This technique segments a time series of length n into N consecutive
sections of equal-width and calculates the corresponding mean for each one. The series of these
means is the new representation of the original series. According to this approach, a query object
that consists of p time series of length n is transformed to an object of p time series of length N.
Under this transformation, we only need a fraction (N/n) of the required calculations in order to
compute APEdist. Equivalently, the required calculations will be executed n/N times faster than the
original ones. The consequence of this method in the quality of similarity search depends mainly
on the quality of PAA representation within a specific dataset. Intuitively, APEdist is computed on
a set of time instances, which may be considered as representatives of the original ones.

In general, our approach can be applied on data types other than time series. For example,
suppose that we have customer data, such as age, income, gender, from several stores. A matrix
whose rows correspond to customers and columns to their attributes represents each store. The ob-
jective is to identify similar stores with respect to their customer profiles. The PCA representation
is based on the covariance matrix, which is independent of the order of the corresponding rows
(time instances), and thus, the time dimension is ignored under the proposed representation.

In this paper, we focus on time series because this type of data is generated at high rates and is
of high dimensionality. Our approach has two advantages. First, PCA-based representation dramat-
ically reduces the size of the database while retaining most of the important information present in
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the original data. Second, the proposed distance measure does not require applying the computa-
tionally expensive PCA technique on the query.

4 Experimental Methodology

The experiments are conducted on three real-world datasets and one synthetically created dataset
used extensively in the literature and described in Section 4.1. Section 4.2 presents the evaluation
methods and Section 4.3 discusses the rival measures along with their corresponding settings.

4.1 Datasets

The first dataset relates to Australian Sign Language (AUSLAN), which contains sensor data gath-
ered from 22 sensors placed on the hands (gloves) of a native AUSLAN speaker. The objective is
the identification of a distinct sign. There are 95 distinct signs, each one performed 27 times. In
total, there are 2,565 signs in the dataset. More technical information can be found in [14].

The second dataset, HUMAN GAIT, involves the task of identifying a person at a distance.
Data is captured using a Vicon 3D motion capture system, which generates 66 values at each time
instance. 15 persons participated in this experiment and were required to walk in 3 sessions, at 4
different speeds, 3 times for each speed. In total, there are 540 walk sequences. More technical
information can be found in [30].

The third dataset relates to EEG (electroencephalography) data that arises from a large study
to examine EEG correlates of genetic predisposition to alcoholism [4]. It contains measurements
from 64 electrodes placed on the scalp and sampled at 256 Hz (3.9-msec epoch) for 1 second. The
experiments were conducted on 10 alcoholic and 10 control subjects. Each subject was exposed to
3 different stimuli, 10 times for each one. This dataset is provided in the form of a train and a test
set, both consisting of 600 EEG’s. The test data was gathered from the same subjects as with the
training data, but with 10 out-of-sample runs per subject per paradigm.

Finally, the transient classification benchmark (TRACE) is a synthetic dataset designed to sim-
ulate instrumentation failures in a nuclear power plant [28]. There are 4 process variables, which
generate 16 different operating states, according to their co-evolvement through time. There is an
additional variable, which initially takes on the value of 0, until the start of the transient occurs
and its value changes to 1. We retain only that part of data, where the transient is present. For each
state, there are 100 examples. The dataset is separated into train and test sets each consisting of 50
examples per state.

Table 1 summarizes the profile of the datasets.

Table 1 Description of Datasets

DATASET # of variables mean length # of classes size of class size of dataset

AUSLAN 22 57 95 27 2565
HUMAN GAIT 66 133 15 36 540
EEG 64 256 2 600 1200
TRACE 4 250 16 100 1600
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4.2 Evaluation Methods

In order to evaluate the performance of the proposed approach, we conduct several experiments in
three phases.

First, we perform one-nearest neighbor classification (1-NN) and evaluate it by means of clas-
sification error rate. We use 9-fold cross validation for the AUSLAN and HUMAN GAIT datasets
taking into account all the characteristics of the experiments, while creating the subsets. The ob-
served differences in the error rates among the various methods are statistically tested. Due to the
small number of subsets and to the violation of normality assumption in some cases, Wilcoxon
Signed-Rank tests are performed at 5% significance level. For the EEG and TRACE datasets, we
use the existing train and test sets.

Second, we perform leave-one-out k-NN similarity search and evaluate it by plotting the recall-
precision graph [11]. In particular, every object in the dataset is considered as a query. Then the r

most similar objects are retrieved, where r is the smallest number of objects that should be retrieved
in order to obtain k objects of the same class with the query (1≤ k ≤ size of class-1). The precision
and recall pairs corresponding to the values of k are calculated. Finally, the average values of
precision and recall are computed for the whole dataset. Precision is defined as the proportion
of retrieved objects that are relevant to the query, whereas Recall is defined as the proportion of
relevant objects that are retrieved relative to the total number of relevant objects in the dataset. In
these experiments, the training and testing datasets of EEG and TRACE are merged.

Third, we evaluate the trade-off between classification accuracy and speed of calculating
the proposed measure APEdist by applying 1-NN classification on objects that have been pre-
processed as described in Section 3.

All the necessary codes and experiments are developed in MATLAB, whereas the statistical
analysis is performed in SPSS.

4.3 Rival Measures

The similarity measures that are tested on our experiments are SimPCA, Sλ
PCA, Eros, kWAS,

SPEdist, and APEdist. We choose to omit the results for SPEdist, because it performes similarly
or slightly worse than APEdist in most cases. For comparison reasons, we also include in the ex-
periments the Euclidean distance. Since this measure requires datasets of equal number of time
instances, we apply linear interpolation on the original datasets and set the length of the time series
equal to the corresponding mean length (Table 1). The transformed datasets are utilized only when
Euclidean distance is applied. The rest of the measures we review in Section 2.3 are not included in
these experiments because they take into consideration the differences among the original values,
whereas in our experiments, the measures are calculated on the mean centered values.

Regarding Eros, the weight vector w is computed by averaging the variances of each component
across the objects of the training dataset and normalizing them so that ∑wi = 1, for i = 1,2, . . . p.
In [35] one can find alternative ways for computing the weight vector.

All other measures require determining the number of components m to be retained. For AUS-
LAN, HUMAN GAIT and EEG, we are conducting classification for consecutive values of m

between 1 and 20. For m = 20, at least 99% of the total variation is retained for all objects in AUS-
LAN and HUMAN GAIT, whereas at least 90% of the total variation is retained for all objects
in EEG. For TRACE, we are conducting classification for all possible values of m (m = 1,2,3,4).
Precision-Recall graphs are plotted for the “best” value that it is observed in the classification
experiments. In general, this value is different for each measure.

Principal Component Analysis is performed on the covariance matrices. For comparison rea-
sons, the similarity measures kWAS, and APEdist are computed on the mean centered values.
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5 Results

We provide and discuss the results of 1-NN classification for each dataset separately in Section 5.1.
In particular, we present the classification error rates that the tested measures achieve across various
values of m (the number of components retained), and we also report the m that corresponds to the
lowest error rate for each measure. In Section 5.2, the results of performing leave-one-out k-NN
similarity search are presented in precision-recall graphs for each dataset. Finally, in Section 5.3,
we provide and discuss the effect APEdist with PAA has on the classification accuracy for various
degrees of speed up.

5.1 1-NN Classification

In the following figures (Fig. 3 to Fig. 6), the classification error rates are presented graphically
for various values of m (the number of components retained) for each dataset. For the first three
datasets, we show the error rates up to that value of m beyond which the behavior of similarity
measures does not change significantly. For the TRACE dataset, which has only four variables, we
show error rates for values of m up to three. For Euclidean Distance (ED) and Eros the rates are
constant across m.

Regarding the first three datasets (Fig. 3 to Fig. 5), we observe that all measures seem to achieve
the lowest error rate, when only a few components are retained. Moreover, as the number of com-
ponents is further increased, the improvement in error rates seems to be negligible. In AUSLAN
(Fig. 3), the performance of APEdist and SimPCA deteriorates with the increase of m. Note that
these two measures do not take into account the variance that each component explains, contrary
to the other three PCA-based measures. A second observation is that the performance of APEdist
is comparable, if not better, to the “best” measure in each one of the three datasets. Regarding
TRACE, which consist of only 4 variables, ED achieves considerably lower error rates than any
other measure (Fig. 6).

Fig. 3 1-NN Classification Error Rates (AUSLAN dataset)
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Fig. 4 1-NN Classification Error Rates (HUMAN GAIT dataset)

Fig. 5 1-NN Classification Error Rates (EEG dataset)

In Table 2, the lowest classification error rates are presented along with the corresponding
number of the retained components. First, we compare similarity/distance measures with respect
to each dataset separately.

In AUSLAN, APEdist produces the lowest classification error rate. Statistically testing the
differences across the specific subsets, APEdist produces better results than all measures (p <
0.05).

Regarding HUMAN GAIT, SimPCA, Eros, kWAS and APEdist seem to provide the best results.
Statistically testing their differences across the specific subsets, SimPCA produces better results
than all (p < 0.05), whereas the performances of Eros, kWAS and APEdist are statistically similar
(p > 0.05).
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Fig. 6 1-NN Classification Error Rates (TRACE dataset)

For EEG, SimPCA and APEdist seem to provide considerably better results than other mea-
sures, with classification error rates of 0.00% and 1.83% respectively, when the next best perform-
ing measure, Eros, has a classification error rate of 14.83%.

Finally, for TRACE that consists of only 4 variables, Euclidean distance, a non-PCA-based
measure, performs essentially better than all measures with 3.9% classification error rate. The next
best performing measures are Eros and kWAS with classification error rates of 21.38% and 21.88%
respectively.

Table 2 Classification Error Rates (%) [Numbers in parentheses indicate the number of principal
components retained. Lack of number indicates measures that exploit all components]

Measure ASL HG EEG TRC

ED 13.76 5.74 30.17 3.88

SimPCA (1) 12.05 (8) 0.00 (14) 0.00 (1) 50.25
SλPCA (4) 11.46 (3) 17.78 (10) 16.50 (3) 31.38
Eros 9.71 2.96 14.83 21.38
kWAS (6) 9.24 (12) 2.59 (17) 25.33 (4) 21.88
APEdist (3) 7.68 (7) 1.85 (14) 1.83 (3) 72.00

5.2 k-NN Similarity Search

In the following figures, the precision-recall graphs are presented for each dataset separately. The
number of retained components is set equal to the one for which the corresponding measure pro-
vided the lowest classification error rates (Table 2). Regarding AUSLAN (Fig. 7), all measures
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seem to perform similarly to each other and better than the Euclidean distance. APEdist provides
better results than all, however the differences can not be considered significant.

In HUMAN GAIT (Fig. 8) and EEG (Fig.9), however, SimPCA and APEdist perform better
than all. As mentioned in the previous section, these two measures do not take into consideration
the explained variance of the retained components. This fact may imply that for these specific
datasets, the variance information may not be significant. On the other hand, in AUSLAN, where
this information may be important, APEdist provides comparable results to other measures.

In the final dataset, TRACE, Euclidean distance performs better for recall values up to 0.3,
whereas kWAS performs better for greater recall values (Fig. 10). Compared to other measures,
APEdist seems to improve its performance for recall values greater than 0.6.

Fig. 7 Precision-Recall Graph for Various Measures (AUSLAN dataset)

5.3 Speeding up the calculation of APEdist

The idea is to apply PAA on each one of the time series that comprise the query object (see Sec-
tion 3), in order to speed up the calculations of APEdist. We experiment with various degrees of
dimensionality reduction by using PAA to retain 10%, 20%, and 30% of the original dimensions
of the query object, thus, expecting a 10x, 5x, and 3.33x speed up of the calculations, respectively.

Table 3 presents the effect the speed up has on the classification error rate. The number of the
retained components is different among datasets and is set equal to the optimal value obtained in
Section 5.1 (Table 2).

As expected, the classification error rate increases as the speed up increases. Nevertheless, in
all datasets, we are able to achieve similar classification error rates by doing at most 20% of the
required calculations (a 5x speed up). More specifically, for AUSLAN, even a 5x speed up provides
better results than rival measures (Table 2). Regarding HUMAN GAIT, a 10x speed up results into
exactly the same classification error rate as the one observed when full calculations were applied.
In EEG, although the error rates differ significantly for the various degrees of speed up, the 10x
speed up provides lower error rate than rival measures (except from SimPCA). Regarding TRACE,
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Fig. 8 Precision-Recall Graph for Various Measures (HUMAN GAIT dataset)

Fig. 9 Precision-Recall Graph for Various Measures (EEG dataset)

a 5x speed up results into almost the same classification error rate as the one observed when full
calculations were applied.

6 Conclusion

The main contribution of this paper is the introduction of a novel approach in multivariate time se-
ries similarity search for the purpose of improving the efficiency of data mining techniques without
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Fig. 10 Precision-Recall Graph for Various Measures (TRACE dataset)

Table 3 1-NN Classification Error Rates for various degrees of dimensionality reduction on the
query object

Percentage of Retained Dimensions 10% 20% 30% 100%
Speed up 10x 5x 3.33x 1x

AUSLAN 10.80 8.50 8.27 7.68
HUMAN GAIT 1.85 1.85 1.85 1.85
EEG 8.00 3.67 2.33 1.83
TRACE 72.12 74.50 71.38 72.00

affecting the quality of the corresponding results. We investigate the usefulness of our approach,
mainly in the context of query by content and 1-NN classification.

Experiments are conducted on four widely utilized datasets and various measures are tested
with respect to 1-NN classification and precision/recall. There are three key observations with re-
spect to the results of these experiments. First, there is no measure that can be clearly considered as
the most appropriate one for any dataset. Second, in three datasets, our approach provides signifi-
cantly better results than the Euclidean distance, whereas its performance is at least comparable to
the four other PCA-based measures that are tested. Third, there is strong evidence that the applica-
tion of the proposed approach can be accelerated with little cost in the quality of similarity search.
In all datasets, one tenth up to one third of the required calculations is adequate in order to achieve
similar results to the full computation case.

A secondary contribution of this paper is the review of several PCA-based similarity/distance
measures that have been recently proposed from diverse fields, not necessarily within the data
mining context. A more general conclusion is that Principal Component Analysis has not been
extensively explored in the context of similarity search in multivariate time series, and hence, it
has the potential to offer more in the Data Mining field.

Future work will focus on improving the speed up of the proposed approach during the pre-
processing stage by exploiting the features of other dimensionality reduction techniques. We also
intend to conduct experiments on more datasets in order to further validate our approach.
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Evolutionary Optimization of Least-Squares
Support Vector Machines

Arjan Gijsberts, Giorgio Metta and Léon Rothkrantz

Abstract The performance of Kernel Machines depends to a large extent on its kernel function and
hyperparameters. Selecting these is traditionally done using intuition or a costly “trial-and-error”
approach, which typically prevents these methods from being used to their fullest extent. Therefore,
two automated approaches are presented for the selection of a suitable kernel function and optimal
hyperparameters for the Least-Squares Support Vector Machine. The first approach uses Evolu-
tion Strategies, Genetic Algorithms, and Genetic Algorithms with floating point representation to
find optimal hyperparameters in a timely manner. On benchmark data sets the standard Genetic
Algorithms approach outperforms the two other evolutionary algorithms and is shown to be more
efficient than grid search. The second approach aims to improve the generalization capacity of the
machine by evolving combined kernel functions using Genetic Programming. Empirical studies
show that this model indeed increases the generalization performance of the machine, although
this improvement comes at a high computational cost. This suggests that the approach may be jus-
tified primarily in applications where prediction errors can have severe consequences, such as in
medical settings.

1 Introduction

Kernel Machines allow the construction of powerful, non-linear classifiers using relatively simple
mathematical and computational techniques [35]. As such, they have successfully been applied in
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fields as diverse as data mining, economics, biology, medicine, and robotics. Much of the success
of the Kernel Machines is due to the kernel trick, which can best be described as an implicit
mapping of the input data into a high dimensional feature space. In this manner, the algorithms can
be applied in a high dimensional space, without the need to explicitly map the data points. This
implicit mapping is done by means of a kernel function, which represents the inner product for the
specific hypothetical feature space.

The performance of Kernel Machines is highly dependent on the chosen kernel function and pa-
rameter settings. Unfortunately, there are no analytical methods or strong heuristics that can guide
the user in selecting an appropriate kernel function and good parameter values. The common way
of finding optimal hyperparameters is to use a costly grid search, which scales exponentially with
the number of parameters. Additionally, it is usually necessary to manually determine the region
and resolution of the search to ensure computational feasibility. Selection of the kernel function is
done similarly, i.e. either trial-and-error or only considering the default Gaussian kernel function.
Consequently, tuning the techniques may be arduous, such that less than optimal performance is
achieved. For a successful integration in real-life information systems, Kernel Machines should be
combined with an automated, efficient optimization strategy for both hyperparameters and kernel
function.

Two distinct approaches are proposed for the automated selection of the parameters and the ker-
nel function itself. These models are based on techniques that fall in the class of Evolutionary Com-
putation, which are techniques inspired by neo-Darwinian evolution. The first approach uses evolu-
tionary algorithms to optimize the hyperparameters of a Kernel Machine in a time-efficient manner.
The second aims to increase the generalization performance by constructing combined, problem-
specific kernel functions using Genetic Programming. Implementations of both approaches have
been evaluated on seven benchmark data sets, for which traditional grid search was used as a refer-
ence.

Kernel Machines and the kernel trick are presented in Sect. 2. We emphasize on one particular
type of Kernel Machine, namely the Least-Squares Support Vector Machine. In Sect. 3, an introduc-
tion is given into the evolutionary algorithms that are used in the models. A review of related work
on hyperparameter optimization and kernel construction is given in Sect. 4. The two approaches
are presented in Sect. 5, after which the experimental results are presented in Sect. 6. The paper is
finalized in Sect. 7 with the conclusions and suggestions for future work.

2 Kernel Machines

All Kernel Machines rely on a kernel function to transform a non-linear problem into a linear one
by mapping the input data into a hypothetical, high dimensional feature space. This mapping –
the kernel trick – is not done explicitly, as the kernel function calculates the inner product in the
corresponding feature space. The kernel trick is explained together with the Least-Squares Support

Vector Machine (LS-SVM), which is a particular type of Kernel Machine.

2.1 Least-Squares Support Vector Machines

Assume a set of ℓ labeled training samples, i.e. S = {(xi,yi)}ℓ
i=1, where x ∈ X ⊆ Rn is an input

vector of n features and y ∈ Y is the corresponding label. In the case Y denotes a set of discrete
classes, e.g. Y ⊆ {−1,1}, then the problem is considered a classification problem. Conversely, if
Y ⊆ R, then we are dealing with a regression problem. The LS-SVM aims to construct a linear
function [37]
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f (x) = 〈x,w〉+b , (1)

which is able to predict an output value y given an input sample x. Note that for binary classification
purposes it is necessary to apply the sign function on the predicted output value. The error in the
prediction for each sample i is defined as

yi − (〈xi,w〉+b) = εi for 1 ≤ i ≤ ℓ . (2)

The optimization problem in LS-SVM is analogous to that of traditional Support Vector Machines
(SVM) [38]. The goal is to minimize both the norm of the weight vector w (i.e. maximize the mar-
gin) and the sum of the squared errors. In contrast to SVM, LS-SVM uses equality constraints for
the errors instead of inequality constraints. Combining the optimization problem with the equality
constraints for the errors (2), one obtains

minimize
1

2
‖w‖2 +

1

2
C

ℓ

∑
i=1

ε2
i (3)

subject to yi = 〈xi,w〉+b+ εi for 1 ≤ i ≤ ℓ ,

where C is the regularization parameter. Reformulating this optimization problem as a Lagrangian
gives the unconstrained minimization problem

1

2
‖w‖2 +

1

2
C

ℓ

∑
i=1

ε2
i −

ℓ

∑
i=1

αi (〈xi,w〉+b+ εi − yi) , (4)

where αi ∈ R for 1 ≤ i ≤ ℓ. Note that the Lagrange multipliers αi can be either positive or nega-
tive, due to the equality constraints in the LS-SVM algorithm. The optimality conditions for this
problem can be obtained by setting all derivatives equal to zero. This yields a set of linear equations

ℓ

∑
j=1

α j

〈
x j,xi

〉
+b+C−1αi = yi for 1 ≤ i ≤ ℓ . (5)

2.2 Kernel Functions

We observe that the training samples are only present within the inner products in (5). The kernel
function used to compute an inner product is defined as

k (x,z) = 〈φ(x) ,φ(z)〉 , (6)

where φ(x) is the mapping of the input samples into a feature space. If we substitute the standard
inner product with a kernel function in (5), we obtain the “kernelized” variant

ℓ

∑
j=1

α jk (x j,xi)+b+C−1αi = yi for 1 ≤ i ≤ ℓ . (7)

Usually it is convenient to define a symmetric kernel matrix as K = (k (xi,x j))
ℓ
i, j=1, so that the

system of linear equations can be rewritten as

[
K+C−1I 1

1T 0

][
α
b

]
=

[
y

0

]
. (8)

Note that the bottom row and rightmost column have been added to integrate the bias b in the sys-
tem of linear equations. Other than the sign function, the algorithm is identical for both regression
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and classification. After the optimal Lagrange multipliers and bias have been obtained using (8),
unseen samples can be predicted using

f (x) =
ℓ

∑
i=1

αik (xi,x)+b . (9)

2.2.1 Conditions for Kernels

It is important to obtain functions that correspond to an inner product in some feature space. Mer-

cer’s theorem states that valid kernel functions must be symmetric, continuous, and positive semi-
definite [38], formalized as the following condition:

∫

X×X
k (x,z) f (x) f (z)dxdz ≥ 0 for all f ∈ L2 (X ) . (10)

Kernel functions that satisfy these conditions are referred to as admissible kernel functions. If
this condition is satisfied, then the kernel matrix is accordingly positive semi-definite [4]. Unfor-
tunately, it is not trivial to verify that a kernel function satisfies Mercer’s condition, nor whether
the kernel matrix is positive semi-definite. There are, however, certain functions that have analyt-
ically been proven to be admissible. Common kernel functions – for classification and regression
purposes – include the polynomial (11), the RBF (12), and the sigmoid function (13). Note that the
sigmoid kernel function is only admissible for certain parameter values.

k (x,z) =(〈x,z〉+ c)d for d ∈ N, c ≥ 0 (11)

k (x,z) =exp
(
−γ‖x− z‖2

)
for γ > 0 (12)

k (x,z) = tanh(γ〈x,z〉+ c) for some γ > 0,c ≥ 0 (13)

All these function are parameterized, allowing for adjustments with respect to the training data.
The kernel parameter(s) and the regularization parameter C are the hyperparameters. The perfor-
mance of an LS-SVM (or an SVM, for that matter) is critically dependent on the selection of
hyperparameters.

Mercer’s condition can be used to infer simple operations for creating combined kernel func-
tions, which are also admissible. For instance, assume that k1 and k2 are admissible kernel func-
tions, then the following combined kernels are admissible [35]:

k (x,z) = c1k1 (x,z)+ c2k2 (x,z) for c1,c2 ≥ 0 (14)

k (x,z) = k1 (x,z)k2 (x,z) (15)

k (x,z) = ak2 (x,z) for a ≥ 0 (16)

Moreover, these operations allow modular construction of kernel functions. Increasingly com-
plex kernel functions can be constructed by recursively applying these operations.

3 Evolutionary Computation

Several biologically inspired techniques have been developed over the years for search, optimiza-
tion, and machine learning under the collective term Evolutionary Computation (EC) [40]. The
key principle in EC is that potential solutions are generated, evaluated, and reproduced iteratively.
Between iterations, individuals are subject to certain forms of mutation and can reproduce with a
probability that is proportional to their fitness. A selection procedure removes individuals with low
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fitness from the population, so that the more fit ones are more likely to “survive”. Three of the main
branches within EC are Genetic Algorithms, Evolution Strategies, and Genetic Programming.

3.1 Genetic Algorithms

Probably the most recognized form of EC is the class of Genetic Algorithms (GA), popularized
by Holland [15]. Genetic Algorithms mainly operate in the realm of the genotype, which is com-
monly represented as a bitstring. This means that all parameters need to be converted to a binary
representation and are then concatenated to form the chromosome. Various types of bit encoding
may be used, such as Gray codes or even floating point representations.

Reproduction of individuals is usually emphasized in preference to mutation in GA. Two or
more parents exchange part of their chromosome, resulting in offspring that contains genetic in-
formation from each of the parents. The common implementation is crossover recombination, in
which two parents exchange a fragment of their chromosome. The size of the fragment is deter-
mined by a randomly selected crossover point. Mutation, on the other hand, is implemented by
flipping the bits in the chromosome with a certain probability. Note that the implementation of
both reproduction and mutation operators may depend on the specific representation that is used.
For instance, reproduction of floating point chromosomes is done by blending the parents [10].

In addition to the mutation and recombination operators, the other key element in GA is the se-
lection mechanism. The selection procedure selects the individuals that will be subject to mutation
and reproduction with a probability proportional to their fitness. Further, offspring can be created
on a generational interval or, alternatively, individuals can be replaced one by one (i.e. steady state

GA).

3.2 Evolution Strategies

Evolution Strategies (ES) operate in the realm of the phenotype and use real-valued representations
for the individuals [2]. An optimization problem with three parameters is represented as a vector
c = (x1,x2,x3), where the parameters xi ∈ R are the object parameters. There are two main types
of ES, namely (µ+λ)-ES and (µ,λ)-ES. In these notations, µ is the size of the parent population
and λ is the size of the offspring population. In (µ+λ)-ES, the new parent population is chosen
from both the current parent population and the offspring. In contrast, in (µ,λ)-ES the new parent
population is chosen only from the offspring population, which requires that λ ≥ µ.

The canonical ES relies solely on the mutation operation for diversifying the genetic mate-
rial. The mutation operation is typically implemented as a random perturbation of the parameters
according to a probability distribution. More formally,

x′i = xi +Ni (0,σi) , (17)

where N denotes a logarithmic normal distribution. Note that this mutation mechanism requires
the user to specify a standard deviation σi (i.e. the strategy parameters) for each object parameter
in the chromosome. The common approach is to not define these standard deviations explicitly, but
to integrate them in the chromosome. This is known as self adaptation, as certain parameters of
the algorithm are subject to the algorithm itself. An example of a chromosome with three object
parameters and the additional endogenous strategy parameters is c = (x1,x2,x3,σ1,σ2,σ3) [3].
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Fig. 1 An example tree repre-
sentation for the mathematical
function (3/x)− (y∗5).
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3.3 Genetic Programming

A vastly different paradigm within EC is that of Genetic Programming (GP) [22]. GP should rather
be considered a form of automated programming than a parameter optimization technique. It aims
to solve a problem by breeding a population of computer programs, which – when executed –
are direct solutions to the problem. Obviously, this gives much more freedom in the structure of
the solutions and it can therefore be applied to wide variety of problems. The common way to
represent programs in GP is by means of syntax trees, as shown in Fig. 1. Other types of genotype
representations, e.g. graphs or linear structures, may be preferred for certain problem domains.

GP includes recombination and mutation operators that are similar to their GA counterparts. In
crossover recombination, two parents swap a sub-tree rooted at a random crossover point. Tradi-
tional mutation in GP involves randomly selecting a mutation point in the tree and replacing the
sub-tree rooted at this point with a new, randomly generated tree.

For some problems it may be desirable to impose restrictions on the structure of the syntax tree,
as to ensure that non-terminals operate only on appropriate data types. Consider, for instance, a
binary equality function, which takes two integers as its children and returns a boolean. Strongly

Typed Genetic Programming has been proposed as an enhanced version of GP that enforces this
type of constraint [28]. This influences both the representation of the individuals and the chromo-
some altering operators. Firstly, while defining the terminals and non-terminals, the user also has to
specify the types of the terminals, and the parameter and return types of non-terminals. Secondly,
the recombination and mutation operators must be altered in such a way that they respect the type
constraints.

4 Related Work

Hyperparameters and the kernel function are usually selected using a trial-and-error approach.
Trial runs are performed using various configurations, the best of which is selected. This approach
is generally considered time consuming and does not scale well with the number of parameters.
Furthermore, the process often yields less than optimal performance in situations where time is a
limited. More elaborate approaches have been suggested for both selection problems, which will
be summarized below.

4.1 Hyperparameter Optimization

An analytical technique that has been proposed for hyperparameter optimization is that of gradient

descent [5, 20], which finds a local minimum by taking steps in the negative gradient direction. This
approach has been used for hyperparameter selection with a non-spherical RBF function, which
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means that each feature has a distinct scaling factor. Accordingly, there are more hyperparameters
than there are features, demonstrating the scalability of the approach. The gradient descent method
is shown to be able to find reasonable hyperparameters more efficiently than grid search. However,
the method requires a continuous differentiable kernel and objective function, which may not be
satisfiable for specific types of problems (e.g. non-vectorial kernel functions). Approaches based on
pattern search have been proposed to overcome this problem [27]. In this method the neighborhood
of a parameter vector is investigated in order to approximate the gradient empirically. However,
the whole class of gradient descent methods has the inherent disadvantage that they may find local
minima.

One of the first mentions of the use of EC for hyperparameter optimization can be found in
the work of Fröhlich et al. [12], in which GA is primarily used for feature selection. However,
the optimization of the regularization parameter C is done in parallel. Other GA-based approaches
focus mainly on the optimization of the hyperparameters. The objective function in these type of
approaches is either the error on a validation set [18, 26, 29], the radius-margin bound [7], or k-fold
cross validation [6, 33]. Some studies make use of a real-valued variant of GA [17, 42], although
it is not clear whether the real-valued representation performs significantly better than a binary
representation. All these studies suggest that GA can successfully be applied for hyperparameter
optimization. However, there are some caveats, such as heterogeneity of the solutions and the
selection of a reliable and efficient objective function.

ES have only scarcely been used for hyperparameter optimization [11]. In this approach, ES
optimizes not only the scaling, but also the orientation of the RBF kernel. An improvement on
the generalization performance is achieved over the kernel parameters that were found using grid
search. This result should be interpreted with care, as the optimal grid search parameters are used
as the initial solutions for the evolutionary algorithm. The classification error on separate test sets
is used as the empirical objective function.

The main advantage of evolutionary algorithms in comparison to grid search is that they usually
find good parameter settings efficiently and that the technique scales well with the number of
hyperparameters. An advantage compared to gradient descent methods is that they cope better with
local minima. Furthermore, they do not impose requirements on the kernel and objective functions,
such as differentiability.

4.2 Combined Kernel Functions

It is intuitive that combined kernel functions are capable of improving the generalization perfor-
mance, as the implicit feature mapping can be tuned for a specific problem. Several methods have
been proposed for the composition of kernel functions. One of the first manifestations of com-
bined kernel optimization was investigated by Lanckriet et al. [23]. This work considers linear
combinations of kernels, i.e. K = ∑m

i=0 aiKi for a > 0 and Ki chosen from a predefined set of
kernel functions. The optimization of weight factors a is done using semi-definite programming,
which is an optimization method that deals with convex functions over the convex cone of positive
semi-definite matrices. This method can be applied to kernel matrices, since these need to be semi-
definite to satisfy Mercer’s condition. However, other methods may be used for the optimization of
the weights, such as so-called hyperkernels [30], the Lagrange multiplier method [19], or using a
generalized eigenvalue approach [36].

Lee et al. argue that during the combination of kernels some potentially useful information is
lost [24]. They propose a method for combining kernels that aims to prevent this loss of informa-
tion. Instead of combining various kernel matrices into one, their method creates a large kernel
matrix that contains all original kernel matrices and all possible mixtures of kernel functions, e.g.
ki, j (x,z) =

〈
φi (x) ,φ j (z)

〉
, where φi is the mapping that belongs to kernel function ki and φ j the

mapping that belongs to kernel k j . This eliminates the requirement to optimize the weight factor
for each kernel, as this is done implicitly by the SVM algorithm. However, special mixture func-
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tions need to be provided for the combination of two kernel functions. Furthermore, the spatial and
temporal requirements of the algorithm increases drastically, as the kernel matrix is enlarged in
both dimensions in proportion to the number of kernels in the combination.

Other EC inspired approaches have been proposed to combine kernel functions. Most of these
optimize a linear combination of weighted kernels using either GA or ES. The distinguishing
elements are the set of kernel functions that is considered and the type of combination operators.
Some only consider linear combinations (i.e. the addition operator) [31, 9], whilst others may allow
both addition and multiplication [25]. These studies suggest that combining kernel functions can
improve the generalization performance of the machine. However, the combinations are restricted
to a predefined size and structure.

Howley and Madden propose a method to construct complete kernel functions using GP [16]. In
this method, a kernel function is evolved for use with an SVM classifier. They use a tree structured
genotype, with the operators +, −, and × in both scalar and vector variants as the non-terminals.
The terminals in their approach are the two vectors x1 and x2. Since the kernels are constructed us-
ing simple arithmetic, they are not guaranteed to satisfy Mercer’s condition. Nonetheless, the tech-
nique still keeps up with (or outperforms) traditional kernels for most data sets. It is emphasized
that techniques such as GP require a sufficiently large data set. Dioşan et al. have proposed some
enhancements; their method differs from the original approach by an enriched operator set (e.g.
various norms are included) and small changes to certain operators [8]. Similar modifications are
presented for Kernel Nearest-Neighbor classification by Gagné et al., who also use co-evolution to
keep the approach computationally tractable [14]. Besides a species that evolves kernel functions,
there are two other species for the training and validation sets. The training set species cooperates
with the kernel function on minimizing the error and thus maximizing the fitness, whereas the
species for the validation set is competitive and tries to maximize the error of the kernel functions.

5 Evolutionary Optimization of Kernel Machines

Two methods for the evolutionary optimization of hyperparameters and the kernel function are
proposed. The first approach uses ES, GA, and GA with floating point representation to optimize
the hyperparameters for a given kernel function (EvoKMES, EvoKMGA, and EvoKMGAflt, respec-
tively). The aim is to find optimal hyperparameters more efficiently than using traditional grid
search. Our second model uses GP to evolve combined kernel functions (EvoKMGP), with the aim
to increase the generalization performance.

5.1 Hyperparameter Optimization

In the hyperparameter optimization models, ES and GA are used to optimize the hyperparameters
θ. Two variants of the GA model have been implemented; one that uses the traditional bitstring
representation with Gray coding and another that uses a floating point representation. Evolutionary
algorithms are highly generalized and their application on this specific problem is straightforward.

In EvoKMES, the chromosomes contain the real-valued hyperparameters and the correspond-
ing endogenous strategy parameters σ, which yields for the RBF kernel the chromosome c =[
γ,C,σγ,σC

]
. Note that all the models use the hyperparameters on a logarithmic scale with base-2.

Each hyperparameter is initialized to the center of its range and mutated according to the initial
standard deviation σi = 1.0. An interesting issue is whether to use (µ+λ)-ES or (µ,λ)-ES in
the model. Both types have their own specific advantages and disadvantages. Typical application
areas of (µ+λ)-ES are discrete finite size search spaces, such as combinatorial optimization prob-
lems [3]. When the problem is an unbounded, typically real-valued search spaces, then (µ,λ)-ES



Evolutionary Optimization of Least-Squares Support Vector Machines 243

is preferred [34]. Furthermore, Whitley presents empirical evidence that indicates that (µ,λ)-ES
generally performs better than (µ+λ)-ES [41]. We prefer to follow both the heuristic and the em-
pirical indications and adopted (µ,λ)-ES for our model. Unfortunately, there is no guarantee that
the search process will converge, as would have been the case with (µ+λ)-ES. For our model, we
have empirically selected µ = 3 and λ = 12 based on preliminary experimentations.

EvoKMGA and EvoKMGAflt differ from EvoKMES in terms of the the operators and the geno-
type representation. EvoKMGA uses a Gray code of 18 bits for each parameter, and one-point

crossover recombination and bit-flip mutation operators. One disadvantage of GA, as compared to
ES, is that there are many more parameters parameters that need to be set. The population size of
10 is relatively low for GA standards. However, one must take into account that the maximum num-
ber of evaluations is limited to several hundreds up to a few thousand and, moreover, the goal is to
see convergence to good solutions within the first hundred evaluations. Large population sizes, e.g.
larger than 50, would have a disadvantage in this context, as the algorithm can only perform one or
two generations within this range. Further, preliminary experiments have shown that a population
size of 10 shows similar convergence to larger population sizes. Other parameters of EvoKMGA

have been tuned using a coarse grid search as well. One-point crossover recombination occurs with
a probability of pc = 0.2. During mutation, each bit in the chromosome is inverted with a probabil-
ity of pm = 0.1. The number of participants in tournament selection is 5. Further, the steady state

variant of GA has been used.
EvoKMGAflt, on the other hand, uses a floating point representation. Crossover recombination

in this model is performed by blending two individuals using the BLX-α method [10]. This recom-
bination operator is applied with a probability of pc = 0.3 and with α = 0.5. Additionally, each
parameter has a probability of pm = 0.4 of being mutated using a random perturbation according
to the normal distribution N (µ,σ), where µ = 0 and σ = 0.5. All other settings are equal to those
for EvoKMGA.

5.2 Kernel Construction

The second optimization method constructs complete kernel functions using GP. In this model, the
functions are represented using syntax trees. The syntactic structure of the trees is based on the
combination operations that guarantee admissible kernel functions, cf. (14), (15), and (16). These
operations form the set of non-terminals, whereas the polynomial and RBF kernels form the set of
terminals. This is formalized in the context-free grammar shown in Fig. 2. The model makes use of
Strongly Typed GP, as it needs to ensure that the syntactic structure is enforced for all individuals.
An example chromosome of a kernel function using the tree representation is shown in Fig. 3. Note
that the regularization parameter C is omitted in this figure; it is included in an separate real-valued
chromosome.

A common heuristic with regard to population size in GP is that difficult problems require a
large population. As time efficiency is of primary concern for this model, the population size is set
to 2000 and each run spans 13 generations1. Further, the following operators and settings are used
within the EvoKMGP model:

1. Reproduction occurs with probability pr = 0.05, i.e. an individual is directly copied into the
offspring population, without any kind of mutation.

2. Crossover recombination occurs with probability pc = 0.2, i.e. two parents exchange a sub-
tree at a random crossover point; the two new individuals are both inserted in the offspring
population.

3. Random mutation occurs with probability pm = 0.15, i.e. substituting a subtree of the individual
with a new random subtree.

1 The total number of evaluations will thus be less than 26000, as unmodified individuals are not
reevaluated.
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〈kernel〉 → 〈add kernels〉 | 〈multiply kernels〉 |
〈weighted kernel〉 | 〈polynomial〉 | 〈rbf〉

〈add kernels〉 → 〈kernel〉 ‘+’ 〈kernel〉
〈multiply kernels〉 → 〈kernel〉 ‘×’ 〈kernel〉
〈weighted kernel〉 → a ‘×’ 〈kernel〉 for a ∈ R+

〈polynomial〉 → ‘(〈x,z〉+ c)d
’ for d ∈ N, c ∈ R+

〈rbf〉 → ‘exp
(
−γ||x− z||2

)
’ for γ ∈ R+

Fig. 2 Context-free grammar – in Backus-Naur form – that constrains the generated expressions
for the GP model.

Fig. 3 An example of a tree
generated by the GP model. x, z γ = 0.001

RBF

x, z γ = 0.315

RBF

Add

a = 0.184

x, z d = 2 c = 4096

Poly

Wgh

Mul

4. Shrink mutation occurs with probability ps = 0.05, i.e. replacing a subtree with one of the
branches of this subtree in order to reduce the size of the tree.

5. Swap mutation occurs with probability pw = 0.05, i.e. replacing a subtree in the individual with
another subtree, effectively swapping two branches of the same tree.

6. PDF parameter mutation occurs with probability pp = 0.5, i.e. mutating a hyperparameter
according to a probability density function.

The PDF mutation operator is specially crafted for our model. This operator ensures that the
optimization includes the hyperparameters, as well as evolving the structure of the kernel functions.
The common GP operators would only be able to mutate these parameters by substituting them for
another randomly selected parameter.

5.3 Objective Function

When applying EC techniques it is important to decide which objective function to use, as this is
the actual measure that is being optimized. It should, therefore, measure the “quality” of a solution
for the given domain. In the context of this study quality is best described as the generalization
performance of the machine. A very important aspect is that the fitness function must prevent
overfitting of the machine to the training data. This is especially true for EvoKMGP, as this model
tunes both the hyperparameters and the kernel function for the specific data set. There are several
methods to estimate this generalization performance, of which cross validation can be applied to
practically any learning method. Both k-fold and leave-one-out cross validation have been shown
to be approximately unbiased in terms of estimating the true expected error [21]. However, k-fold
cross validation usually exhibits a lower variance on the error than the leave-one-out measure. For
this reason, k-fold cross validation is used as fitness function for both approaches.
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6 Results

All models have been validated experimentally on a standard set of benchmark problems. An LS-
SVM has been implemented in C++ using the efficient Atlas library for Linear Algebra [39]. This
implementation uses an approximate variant of the LS-SVM kernel machine [32], so as to reduce
the computational demands of the experiments. The size of the subset that is used to describe the
model is set to 10% of the total data set. Although LS-SVM is only one specific type of kernel ma-
chine, all relevant aspects of the models have been kept generalized, so that extension to other types
of Kernel Machines (e.g. SVM) is straightforward. Two kernel functions have been considered in
these experiments. The first is the RBF kernel function, cf. (12), which is commonly regarded the
“default” choice for kernel machines. The second is the polynomial function, cf. (11).

The evolutionary algorithms in the models have been implemented using the OpenBeagle

framework for EC [13]. The objective function is, as explained, k-fold cross validation with k = 5.
This value gives a adequate tradeoff between accuracy and computational expenses. For classi-
fication problems, the error measure is the normalized classification error; in case of regression
problems the mean-squared-error (MSE) is used.

6.1 Data Sets

Seven different benchmark data sets have been selected for the empirical validation. Five of these
data sets are regression problems, whereas the remaining two are binary classification problems.
The data sets Concrete, Diabetes, Housing, and Wisconsin are well-known benchmark data sets
obtained from the UCI Machine Learning repository [1]. The data sets Reaching 1, 2, and 3 are
obtained internally from the LiraLab of the University of Genoa2. These data sets concern orienting
the head of a humanoid robot in the direction of its reaching arm. The features are the traces of 4
arm encoders, whereas the outputs are the corresponding actuator values for 3 head joints. Table 1
shows standard characteristics of the data sets after preprocessing. The exact preprocessing steps
that have been performed on the data sets are as follows:

1. All features have been (independently) standardized, i.e. rescaling to zero mean and unit stan-
dard deviation.

2. For regression problems, output values have been standardized in the same manner as the fea-
tures. For classification problems, labels have been set to +1 for positive labels and −1 for
negative labels.

3. Duplicate entries have been removed from the data sets.
4. The order of the samples in the data set has been randomized.

6.2 Results for Hyperparameter Optimization

The models for hyperparameter optimization have been verified using the following scenario: a
very coarse grid search has been performed to identify an interesting region for the parameter
ranges for each data set and kernel function. Subsequently, a very dense grid search is performed
on this region to establish a reference for our models. For the polynomial kernel function, which

2 These data sets can be obtained from http://eris.liralab.it/wiki/Reaching_Data_Sets.
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Table 1 Basic characteristics of the data sets used in the experiments.

Name Type #Samples #Features %Positive

Concrete regression 1005 8 n/a

Diabetes classification 768 8 65.1%

Housing regression 506 13 n/a

Reaching 1 regression 1126 4 n/a

Reaching 2 regression 2534 4 n/a

Reaching 3 regression 2737 4 n/a

Wisconsin classification 449 9 52.6%

has two parameters, the degree has been kept fixed at d = 3 in order to keep the search computa-
tionally tractable. This reference contains the number of evaluations used for grid search3 and the
corresponding minimum error, which serves as the target for our models.

The evolutionary models have been used on the same parameter ranges as the grid search. The
only exception is that for the polynomial kernel we have not kept the degree fixed at d = 3; instead
it is set within a range of d = {1, ..,8}. This exception is made to investigate the scaling properties
of the ES-based approach, i.e. to see whether evolutionary optimization can yield better solutions
by optimizing more parameters. The evolutionary search is terminated after the same number of
evaluations as used for the grid search.

A comparison of the generalization performance of the grid search and the evolutionary models
is shown in Table 2. The overall impression is that all the evolutionary algorithms are able to
find competitive solutions. In particular EvoKMGA shows stable performance, as it finds equal
or better solutions for all of the data sets. The only minor exception is the Diabetes data set, for
which it finds solutions that are only marginally worse than those found using grid search. Another
observation is that for the majority of the data sets the inclusion of the degree of the polynomial
kernel indeed decreases the generalization error. This suggests that the methods scale well with the
number of parameters and, moreover, that the extra degree of freedom is used to decrease the error.
Furthermore, EvoKMES and EvoKMGAflt perform worse than that of the GA-based model on this
real-valued optimization problem, suggesting that real-valued chromosomes are not necessarily
beneficial for hyperparameter optimization.

More interesting than the optimal solutions is the rate of convergence of the various methods.
This has been analyzed by considering the number of evaluations that were needed to reach an
error that is close to the target, cf. Table 3. These results confirm the previous observation that
EvoKMGA outperforms the two other models in most situations. The GA method converges to the
target error in only a fraction of the number of evaluations used for grid search, with the exception
of the Diabetes data set. Furthermore, in almost all situations, it is able to find solutions within a
range of 5% of the target within the first 100 evaluations.

The ES and GAflt methods converge slower than EvoKMGA, although EvoKMES outperforms
the others on a number of regression data sets. Conversely, it performs much worse on the Wis-
consin classification data set. One of the reasons for this behavior is that ES uses the mutated
offspring to sample the proximity of the parent individuals. This information is then used to find a
direction in which the error is decreasing, in a manner similar to gradient descent or pattern search.
The difficulty with classification problems is that the error surface incorporates plateaus. Offspring
individuals in the proximity of a parent are thus likely to have an identical fitness score and the
algorithm will perform a random search on the plateau. Smoothness of the fitness landscape may

3 Note that the number of evaluations directly translates into time, as solving the LS-SVM problem
is independent of the chosen parameters.
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Table 2 Comparison of the minimum errors of grid search and the evolutionary optimization meth-
ods. Note that the results of the latter are averages over 25 runs.

Grid Search EvoKMES EvoKMGA EvoKMGAflt

Name Kernel εmin Eval. ε̄min ε̄min ε̄min

Concrete RBF 0.1607 1221 0.1591 ± 0.0000 0.1590 ± 0.0000 0.1590 ± 0.0000

Poly. 0.1700 899 0.1741 ± 0.0000 0.1698 ± 0.0001 0.1778 ± 0.0235

Diabetes RBF 0.2200 621 0.2201 ± 0.0004 0.2202 ± 0.0006 0.2207 ± 0.0015

Poly. 0.2213 777 0.2226 ± 0.0003 0.2215 ± 0.0012 0.2231 ± 0.0016

Housing RBF 0.1676 2793 0.1674 ± 0.0000 0.1674 ± 0.0000 0.1674 ± 0.0000

Poly. 0.1675 1739 0.1641 ± 0.0016 0.1661 ± 0.0015 0.1646 ± 0.0022

Reaching 1 RBF 0.0683 3185 0.0683 ± 0.0000 0.0683 ± 0.0000 0.0683 ± 0.0000

Poly. 0.0720 1517 0.0670 ± 0.0002 0.0670 ± 0.0001 0.0677 ± 0.0029

Reaching 2 RBF 0.0042 561 0.0042 ± 0.0000 0.0042 ± 0.0000 0.0042 ± 0.0000

Poly. 0.0063 399 0.0045 ± 0.0004 0.0043 ± 0.0001 0.0045 ± 0.0003

Reaching 3 RBF 0.0019 561 0.0019 ± 0.0000 0.0019 ± 0.0000 0.0019 ± 0.0000

Poly. 0.0032 399 0.0022 ± 0.0001 0.0021 ± 0.0001 0.0023 ± 0.0003

Wisconsin RBF 0.0423 3185 0.0467 ± 0.0025 0.0423 ± 0.0000 0.0432 ± 0.0017

Poly. 0.0401 2337 0.0433 ± 0.0031 0.0400 ± 0.0017 0.0424 ± 0.0017

Table 3 Comparison of the convergence of the evolutionary models. The column ETT (Evalua-

tions To Target) denotes the number of evaluations that the average run needs to reach the target
error. Analogously, the column ETT5% denotes the number of evaluations needed to reach an error
that is at most 5% higher than the target error.

Grid Search EvoKMES EvoKMGA EvoKMGAflt

Name Kernel εmin Eval. ETT ETT5% ETT ETT5% ETT ETT5%

Concrete RBF 0.1607 1221 243 135 98 79 274 134
Poly. 0.1700 899 >899 39 513 102 > 899 285

Diabetes RBF 0.2200 621 >621 3 >621 10 >621 10
Poly. 0.2213 777 >777 3 >777 10 >777 10

Housing RBF 0.1676 2793 267 123 306 64 333 135
Poly. 0.1675 1739 291 27 550 19 558 39

Reaching 1 RBF 0.0683 3185 435 207 165 35 446 84
Poly. 0.0720 1517 39 15 28 19 18 10

Reaching 2 RBF 0.0042 561 63 51 128 71 237 136
Poly. 0.0063 399 39 39 44 44 82 44

Reaching 3 RBF 0.0019 561 75 51 183 88 278 130
Poly. 0.0032 399 39 39 28 28 65 65

Wisconsin RBF 0.0423 3185 >3185 >3185 802 28 >3185 80
Poly. 0.0401 2337 >2337 >2337 2158 270 >2337 >2337
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Fig. 4 Convergence of the various optimization methods in several problematic combinations of
data sets and kernels.

be regarded as a prerequisite to efficient optimization using ES [3]. The situation is somewhat
similar for EvoKMGAflt, as this model also incorporates a random perturbation operator for mu-
tation. However, this model has a larger population size and a recombination operator, which can
“diversify” the population when progress is ceased on a plateau.

The problematic behavior of EvoKMES can be verified in the error convergences depicted in
Fig. 4. Albeit the ES method shows a steep initial convergence, the search in these situations
stagnates, indicating a random search. Further, in Figs. 4(c) and (d) it can be seen that EvoKMES

has a considerably higher initial position. This can be attributed to the smaller initial population
size, as these individuals are used as the starting points for the search. Additionally, the individuals
in EvoKMES are initialized near the center of the range, in contrast to the two other methods. We
have verified that, for this data set only, the results of EvoKMES can be improved by initializing
the individuals uniformly over the search space, as is done in the other two models.

Inspection of the solutions confirms the observation that all the evolutionary models produce
heterogeneous “optimal” solutions. This is not necessarily problematic, given that variance in the
quality of the solutions is limited. Further, although the presented results give some insight regard-
ing the performance of various evolutionary algorithms, it must be taken into account that there is a
variety of parameters and operators – in particular for EvoKMGA and EvoKMGAflt – that influence
the speed of convergence. It is likely that additional fine-tuning of these parameters can improve
the performance of these models.
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Table 4 The minimum errors as obtained with EvoKMGP. Note that ε̄min indicates the average
minimum error over 10 runs, whereas εmin indicates the absolute minimum error.

Grid Search EvoKMGP

Name εmin ε̄min εmin

Concrete 0.1607 0.1513 ± 0.0010 0.1490

Diabetes 0.2200 0.2176 ± 0.0032 0.2096

Housing 0.1675 0.1633 ± 0.0006 0.1620

Reaching 1 0.0683 0.0592 ± 0.0004 0.0587

Reaching 2 0.0042 0.0038 ± 0.0000 0.0037

Reaching 3 0.0019 0.0018 ± 0.0000 0.0018

Wisconsin 0.0401 0.0358 ± 0.0012 0.0333

6.3 Results for EvoKMGP

The results from grid search have also been used as a performance benchmark for EvoKMGP.
However, for this model we consider only the quality of the solution and ignore the temporal
aspects (i.e. number of evaluations). The minimum errors of both grid search and EvoKMGPare
shown in Table 4. It can be observed that EvoKMGP increases the generalization performance for
all data sets. However, the minimum errors are only marginally lower than those obtained by grid
search. This indicates that the combined kernel functions perform only slightly better than singular
kernel functions.

It is difficult to provide strict interpretations of this result, since not finding any combined kernel
functions that drastically improves the generalization performance does not necessarily mean that
they will not exist at all. This relates directly to the difficulty of finding good configurations for the
GP method, as seen with the GA models as well. There are many parameters that need to be set
and one has to find a suitable evolver model (i.e. the set of individual altering operators and their
order). Unfortunately, there is no structured approach for optimizing the configuration. Therefore,
it remains mostly a task that has to be solved using loose heuristics or even intuition. This problem
is particularly evident in this GP context, as the computational demand does not allow for an
empirical verification of multiple possible configurations, as was done for the ES and GA models4.

7 Conclusions and Future Work

Two approaches for the evolutionary optimization of LS-SVM have been presented. The distinc-
tion is that the first aims to find optimal hyperparameters more efficiently than traditional methods
(i.e. grid search) and the second aims to increase the generalization performance by means of com-
bined kernel functions. The models for the first approach are based on ES, GA, and GA with a
floating point representation. In particular the standard GA model has shown to be an efficient and
generalized method for performing hyperparameter optimization for LS-SVM. It was able to find
solutions comparable to optimal grid search solutions in only a fraction of the computational de-
mands. Furthermore, the method scales well with the number of parameters. The ES and floating

4 The experiments that we presented for EvoKMGP need more than half a year of CPU time on a
Pentium 4 class computer running at 3 GHz.
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point GA models performed worse than GA, although they are still preferable to grid search for
regression problems. Classification problems, on the other hand, are more challenging particularly
for the ES model, as the error surface is discontinuous. ES uses the offspring individuals to sample
the neighborhood in order to find a direction that minimizes the error. The plateaus found in the
error surface of classification problem interfere with this strategy, as offspring are likely to have
a fitness that is identical to that of the parent. This problem may be avoided by using the squared
error loss function also for classification problems, such that the error surface becomes continuous.
Further, the performance of all models may be improved upon by fine-tuning the variety of param-
eters. In future work, it would be interesting to compare the evolutionary algorithms with various
gradient descent methods in terms of solution quality and convergence rate.

The Genetic Programming approach for the generation and selection of kernel functions in-
creases the generalization performance of the Kernel Machine only marginally. This suggests that
combined kernel functions may not improve the performance as much as one may expect. In most
circumstances, this slight improvement will not justify the high computational demands of this
model. The fact that we have not found kernel functions that considerably improve on the general-
ization performance does not necessarily mean that such kernel functions will not exist at all. The
configuration of GP, in terms of the evolver model and parameters, influences to a great extent the
results. However, the numerous options and the high computational demand make it very difficult
to find an optimal configuration for our model. It is worth investigating whether more advanced
variants of GP and further tuning of the configuration can improve the presented results.
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Genetically Evolved kNN Ensembles

Ulf Johansson, Rikard König and Lars Niklasson

Abstract Both theory and a wealth of empirical studies have established that ensembles are more
accurate than single predictive models. For the ensemble approach to work, base classifiers must
not only be accurate but also diverse, i.e., they should commit their errors on different instances.
Instance based learners are, however, very robust with respect to variations of a dataset, so standard
resampling methods will normally produce only limited diversity. Because of this, instance based
learners are rarely used as base classifiers in ensembles. In this paper, we introduce a method
where Genetic Programming is used to generate kNN base classifiers with optimized k-values and
feature weights. Due to the inherent inconsistency in Genetic Programming (i.e. different runs
using identical data and parameters will still produce different solutions) a group of independently
evolved base classifiers tend to be not only accurate but also diverse. In the experimentation, using
30 datasets from the UCI repository, two slightly different versions of kNN ensembles are shown to
significantly outperform both the corresponding base classifiers and standard kNN with optimized
k-values, with respect to accuracy and AUC.

1 Introduction

Most data mining techniques consist of a two-step process: first an inductive step, where a model
is constructed from data, and then a second, deductive, step where the model is applied to test
instances. An alternative approach is, however, to omit the model building and directly classify
novel instances based on available training instances. Such approaches are called lazy learners
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e-mail: ulf.johansson@hb.se

Rikard König
School of Business and Informatics, University of Borås, Sweden.
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or instance based learners. The most common lazy approach is nearest neighbor classification.
The nearest neighbor algorithm classifies a test instance based on the majority class among the k

closest (according to some distance measure) training instances. The value k is a parameter to the
algorithm, and the entire technique is known as k-Nearest Neighbor (kNN).

kNN, consequently, does not, in contrast to techniques like neural networks and decision trees,
use a global model covering the entire input space. Instead, classification is based on local infor-
mation. This use of neighboring instances for the actual classification makes it, in theory, possible
for kNN to produce arbitrarily shaped decision boundaries, while decision trees and rule-based
learners are constrained to rectilinear decision boundaries.

Standard kNN is a straightforward classification technique that normally performs quite well,
in spite of its simplicity. Often, standard kNN is used as a first choice just to obtain a lower bound
estimation of the accuracy that should be achieved by more powerful methods, like neural networks
or ensemble techniques, see e.g., [2].

Unfortunately, the performance of standard kNN is extremely dependent on the parameter value
k. If k is too small, the algorithm becomes very susceptible to noise. If k is too large, the locality
aspect becomes less important, typically leading to test instances being misclassified based on
training instances quite different from the test instance.

Needless to say, different problems will require different k-values, so in practice, data miners
often have to determine k by means of cross-validation on the training data. The use of cross-
validation to optimize k, introduces, however, another problem. Even for a single dataset, the opti-
mal value for k probably varies over the particular regions of the input space, so the cross-validation
will most likely sacrifice performance in some regions to obtain better overall performance.

A basic procedure, trying to reduce the importance of the parameter k, is to use weighted voting,
i.e., each vote is weighted based on the distance to the test instance, see e.g., [21]. Nevertheless,
techniques using weighted voting are still restricted to using a global k, i.e., a single k-value for
the entire dataset. Another, similar option is to use no k at all, i.e., all instances affect the decision,
typically proportionally to their proximity to the test instance. Yet another possibility is to employ
axes scaling (or feature weighting), where more important features will have greater impact on the
neighbor selection process and the voting. Clearly, these methods are slightly less sensitive to the
actual value of k, but they still use a single, global k-value, instead of allowing local optimization,
i.e., the use of different k-values in different regions of the input space.

A totally different approach, often used for other machine learning schemes in order to boost
accuracy and reduce the variance, would be to somehow combine several kNN models into an
ensemble. In this paper, we will look into kNN ensembles, focusing, in particular, on how the
necessary diversity can be achieved.

2 Background and related work

An ensemble is a composite model, aggregating multiple base models into one predictive model.
An ensemble prediction, consequently, is a function of all included base models. The main motiva-
tion for using ensembles is the fact that combining several models using averaging will eliminate
uncorrelated base classifier errors, see e.g. [8]. This reasoning requires the base classifiers to com-
mit their errors on different instances - clearly there is no point in combining identical models.
Informally, the key term diversity is therefore used to denote the extent to which the base classi-
fiers commit their errors on different instances.

The vital finding that ensemble error depends not only on the average accuracy of the base
models, but also on their diversity was formally derived in [15]. From this, the overall goal when
designing ensembles seems to be fairly simple, i.e., somehow combine models that are highly
accurate but diverse. Base classifier accuracy and diversity are, however, highly correlated, so max-
imizing diversity will most likely reduce the average base classifier accuracy. Moreover, diversity
is not uniquely defined for classification, further complicating the matter. As a matter of fact, nu-
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merous different diversity measures have been suggested, often in combination with quite technical
and specialized ensemble creation algorithms. So, although there is strong consensus that ensemble
models will outperform even the most accurate single models, there is no widely accepted solution
to the problem of how to maximize ensemble accuracy.

The most renowned ensemble techniques are probably bagging [4], boosting [17] and stacking

[20], all of which can be applied to different types of models, and be used for both regression
and classification. Most importantly, bagging, boosting and stacking will, almost always, increase
predictive performance compared to a single model. Unfortunately, machine learning researchers
have struggled to understand why these techniques work, see e.g., [19]. In addition, it should be
noted that these general techniques must be regarded as schemes rather than actual algorithms,
since they all require several design choices and parameter settings.

Brown et al. [7] introduced a taxonomy of methods for creating diversity. The first obvious
distinction made is between explicit methods, where some metric of diversity is directly optimized,
and implicit methods, where the method is likely to produce diversity without actually targeting
it. The most common implicit methods strive for diversity by splitting the training data in order to
train each base classifier using a slightly different training set. Such methods, called resampling

techniques, can divide the available data either by features or by instances.
Historically, kNN models have only rarely been combined into ensembles. The main reason

for this is that kNN turns out to be very robust with respect to dataset variations, i.e., resampling
methods dividing the data by instances will normally produce only limited diversity. kNN is, in
contrast, sensitive to the features and the distance function used, see e.g., [9]. This, consequently,
is an argument for using either feature weighting or feature sampling (reduction). It must be noted,
however, that feature reduction most often leads to lower base classifier accuracy.

Furthermore, techniques using locally optimized kNN are not very common either. One reason
is probably the fact that when Wettschereck and Dietterich in [18] investigated locally adaptive
nearest neighbor algorithms, they found that local kNN methods, on real-world datasets, performed
no better than standard kNN.

We have recently introduced a novel instance-based learner, specifically designed to avoid the
drawbacks related to the choice of the parameter value k; see [13]. The suggested technique, named
G-kNN, optimizes the number of neighbors to consider for each specific test instance, based on
its position in input space; i.e., the algorithm uses several, locally optimized k’s, instead of just
one global. More specifically, G-kNN uses Genetic Programming (GP) to build decision trees,
partitioning the input space in regions, where each leaf node (region) contains a kNN classifier
with a locally optimized k. In the experimentation, using 27 datasets from the UCI repository, the
basic version of G-kNN was shown to significantly outperform standard kNN, with respect to
accuracy.

In this paper, we will build on the previous study and use GP to evolve two different kinds of
classification models, both based on kNN. The first group of models has a single, global k-value,
together with a global set of feature weights. The second group of models is similar to G-kNN
trees in the previous study, but here leaf nodes contain not only a locally optimized k-value, but
also a vector of feature weights. Naturally, neither of these models require the number of neighbors
to consider as a parameter, but instead evolution is used to find optimal (global or local) k-values
and feature weights. The main contribution of this paper is, however, that we will combine our
kNN models into ensembles, showing that the inherent inconsistency in GP will produce enough
diversity to make the ensembles significantly more accurate than the base classifiers. In the ex-
perimentation, the ensembles produced will be compared to standard kNN, where k is found by
cross-validation.
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3 Method

The overall purpose of this study is to evaluate kNN ensembles, where each individual kNN base
classifier is genetically evolved. In this study, all base classifiers have optimized k-values and op-
timized feature weights. Feature weighting will ”stretch” the significant input axes, making them
more important in the neighbor selection process. Here, all feature weights are between 0 and 1.
Setting a weight to 0 will eliminate that dimension altogether.

For the actual evaluation, we used 4-fold cross-validation, measuring accuracy and AUC. Ac-
curacy is, of course, the proportion of instances classified correctly when the model is applied to
novel data, i.e., it is based only on the final classification. AUC, which is defined as the area under
the ROC curve, can on the other hand, measure the model’s ability to rank instances based on how
likely they are to belong to a certain class. Often, AUC is interpreted as the probability of an in-
stance that do belong to the class being ranked ahead of an example that do not belong to the class;
see e.g. [10].

Obviously, the key concept in this study is the use of GP, which not only facilitate straightfor-
ward evaluation of different representation languages and optimization criteria, but also makes it
easy to introduce diversity among the base classifiers. As a matter of fact, in this specific context,
the inherent inconsistency of GP (meaning that different runs on identical data can produce quite
different models) must be regarded as an asset, since it makes it uncomplicated to obtain a number
of accurate, but still diverse, base classifiers. In the experimentation, all ensembles consisted of
ten base classifiers, where each base classifier was optimized using all available training data. It
must be noted that each base classifier was individually evolved, and that all parameters, including
fitness function, were identical between the runs.

In the experimentation, we evaluated two different kNN models as base classifiers. In the first
version (called kNN ensemble) each base classifier had a single, global k-value, together with a
global set of feature weights. As expected, these two properties were, for each fold, simultaneously
optimized using GP. Fig. 1 below shows a sample, evolved model, where the GP settled for k=3.
Naturally, the nine numbers represent the evolved relative weights of the features.

[ 0.7 0.4 0.3 0.2 0.5 0.8 0.8 0.7 0.4 ] KNN3

Fig. 1 Sample kNN ensemble base classifier. WBC dataset

The second version (called G-kNN ensemble) used G-kNN trees as base classifiers. Here, the
GP was used to evolve classification trees, where interior nodes represent splits, similar to decision
trees like CART [5] and C5.0 [16]. Leaf nodes, however, did not directly classify an instance, but in-
stead used a locally optimized kNN for all test instances reaching that leaf node. More specifically,
each kNN leaf node contained a k-value and a vector of feature weights. Having said that, it must
be noted that a G-kNN tree in itself is globally optimized, i.e., the GP used only the performance
of the entire tree during evolution. Fig. 2 below shows a sample G-kNN base classifier.

As seen in Fig. 2, the GP evolved a tree with three interior nodes and five different kNN leaf
nodes. In this tree, the number of neighbors used varies from 1 to 17, and an inspection of the
feature weight vectors shows that they are quite different. From this, it seems reasonable to assume
that a G-kNN tree using this representational language is more than able to capture local properties
of a dataset.

Fig. 3 below describes the representation language used by G-kNN. The sets F and T include
the available functions and terminals, respectively. The functions are an if-statement and three
relational operators. The terminals, in addition to a kNN node containing a k-value and a feature
weight vector, are attributes from the dataset and random real numbers. The exact grammar used is
also presented, using Backus-Naur form.

The previous study showed some risk of overfitting. With this in mind, together with the fact
that all evolved kNN models in this study were to be used in ensembles, we decided to strive for
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if age > 54.7

|T: if pedi < 0.27

| |T: if mass > 27.94

| | |T: [ 0.7 0.7 0.9 0.6 0.4 0.7 0.1 0.0 ] KNN1(5)

| | |F: [ 0.2 0.6 0.2 0.9 0.8 0.9 0.8 0.3 ] KNN5(8)

| |F: [ 0.5 0.9 0.4 0.8 0 0.9 0.9 0.0 ] KNN17(27)

|F: if preg > 6.664

| |T: [ 0.5 0.6 0.7 0.1 0.9 0 0.2 0.8 ] KNN3(116)

| |F: [ 0.5 0.9 0.4 0.8 0 0.9 0.9 0.0 ] KNN7(420)

Fig. 2 Sample G-kNN ensemble base classifier. Diabetes dataset

F = { if, ==, <, > }

T = { i1,i2, ..., in, ℜ, 1, 3, ..., 21 }

DTree :- (if RExp Dtree Dtree) | kNN node

RExp :- (ROp ConI ConC) | (== CatI CatC)

ROp :- < | >

CatI :- Categorical input variable

ConI :- Continuous input variable

CatC :- Categorical attribute value

ConC :- ℜ
kNN node :- Feature weights kNN k-value

k-value :- 1, 3, ..., 21

Feature weights :- [FW1,FW2, ..., FWn]

FWi :- ℜ in [0, 1]

Fig. 3 G-kNN representation language

relatively weak and small models. More specifically, the number of generations and the number
of individuals in the GP population were kept quite small. In addition, we included a small length
penalty in all fitness functions used, in order to encourage smaller and potentially more general
models. The length penalty used is much smaller than the cost of misclassifying an instance. Nev-
ertheless, it will put some parsimony pressure on the evolution, resulting in less complex models,
on average. For the exact GP parameters used in the experimentation, see Table 1 below.

Table 1 GP parameters

Parameter kNN base classifier G-kNN base classifier

Crossover rate 0.8 0.8

Mutation rate 0.01 0.01

Population size 500 300

Generations 10 30

Creation depth N/A 5

Creation method N/A Ramped half-and-half

Fitness function Training performance – length penalty Training performance – length penalty

Selection Roulette wheel Roulette wheel

Elitism Yes Yes
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Regarding fitness functions, three different fitness functions were evaluated: Accuracy, AUC

and Brier score. A Brier score measures the accuracy of a set of probability assessments. Proposed
by Brier in 1950 [6], Brier score is the average deviation between predicted probabilities for a
set of events and their outcomes, i.e., a lower score represents higher accuracy. Using Brier score
for classification requires a probability estimation for each class. In this study, the probability
estimations used, when calculating both Brier score and AUC, are based directly on the number of
votes for each class, i.e., no correctional function like a Laplace estimate was used. The reason for
this is a rather recent study, investigating Random Forests of probability estimation trees, where it is
shown that using non-corrected probability estimates, like the relative frequencies, is actually better
than using Laplace estimates or m-estimates; see [3]. Naturally, using a specific fitness function
corresponds to optimizing that performance measure on the training data.

3.1 Datasets

The 30 datasets used are all publicly available from the UCI Repository [1]. When preprocessing,
all attributes were linearly normalized to the interval [0, 1]. For numerical attributes, missing values
were handled by replacing the missing value with the mean value of that attribute. For nominal
attributes, missing values were replaced with the mode, i.e., the most common value.

It is, of course, very important how distance is measured when using instance-based learn-
ers. In this study, standard Euclidean distance between feature vectors was used. For nominal
attributes, the distance is 0 for identical values and 1 otherwise. Nominal and ordered categori-
cal attributes could potentially be handled differently, since ordered attributes often use the same
distance function as continuous attributes. In this study we, for simplicity, settled for treating all
attributes marked as categorical as nominal. For a summary of dataset characteristics, see Table 2
below. Inst. is the total number of instances in the dataset. Class is the number of classes, Con. is
the number of continuous input variables and Cat. is the number of categorical input variables.

All experimentation was carried out using G-REX [12]. G-REX was initially used for extracting
rules from opaque models, like neural networks and ensembles, and has been thoroughly extended
and evaluated in several papers; for a summary see [11]. Lately, G-REX has been substantially
modified, with the aim of becoming a general data mining framework based on GP; see [14].

In Experiment 1, standard kNN, with k-values optimized using cross-validation was evaluated1.
In this experiment, the number of neighbors to consider was optimized, for each fold, based on
performance on the training data. During experimentation, all odd k-values between 1 and 21 were
tried, and the k-value obtaining the highest training score was applied to the test data. All three
criteria (accuracy, Brier score and AUC) were evaluated as score (fitness) functions. In addition,
the experiment also compared standard majority voting to the use of weighted voting. It should
be noted that one explicit purpose of this experiment was to find the best ”simple” procedure to
compare our suggested techniques against in Experiment 2.

The overall purpose of the second experiment was to evaluate the more advanced procedures.
More specifically, kNN ensembles and G-kNN ensembles were compared to each other, and to
the best simple kNN procedure found in Experiment 1. Here, a kNN ensemble consisted of ten
kNN models. Each base model was independently optimized on the specific training data, using
GP and one of the three performance measures (accuracy, Brier score or AUC) as fitness function.
During evolution, the k-value, and a global vector containing feature weights were simultaneously
optimized. A G-kNN ensemble also consisted of ten base models, each independently optimized
using GP. When using G-kNN, however, the base models were G-kNN trees, where each leaf
contains a k-value and a vector of feature weights.

1 This technique is from now on referred to as kNN-cv.
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Table 2 Datasets

Dataset Inst. Class Con. Cat.

Breast cancer 286 2 0 9

Colic 368 2 7 15

CMC 1473 3 2 7

Credit-A 690 2 6 9

Credit-G 1000 2 7 13

Cylinder 512 2 20 20

Dermatology 366 6 1 32

Diabetes 768 2 8 0

Ecoli 336 8 7 0

Glass 214 7 9 0

Haberman 306 2 3 0

Heart-C 303 2 6 7

Heart-S 270 2 6 7

Hepatitis 155 2 6 13

Iono 351 2 34 0

Iris 150 3 4 0

Labor 57 2 8 8

Liver 345 2 6 0

Lymph 148 4 3 15

Postoperative patient (Postop) 90 3 0 9

Primary tumor 339 22 0 17

Sick 2800 2 7 22

Sonar 208 2 60 0

TAE 151 3 1 4

Tic-Tac-Toe (TTT) 958 2 0 9

Vehicle 846 4 18 0

Vote 435 2 0 16

Wisconsin breast cancer (WBC) 699 2 9 0

Wine 178 3 13 0

Zoo 100 7 0 16

4 Results

Table 3 below shows the accuracy results for Experiment 1. Unsurprisingly, it is best to use accu-
racy as score function when optimizing accuracy. Regarding the use of weighted voting, the results
show that it is in fact better to use straightforward majority voting. Finally, it is interesting to note
that using Brier score for the optimization is more successful than using AUC. All in all, however,
the setup producing the most accurate models was clearly using majority voting while optimizing
accuracy.

Table 4 below shows the AUC results for Experiment 1. Again, it turns out to be beneficial
to use the criterion that we actually would like to optimize as score function. For AUC, weighted
voting, turned out to be clearly better than majority voting. Using Brier score was here better than
optimizing on accuracy, but clearly worse than using AUC as score function. So, the best procedure
for finding models with high AUC was to use weighted voting while optimizing AUC.

In summary, the results for Experiment 1 show that it is most favorable to determine the number
of neighbors to consider based on training performance measured using the criterion we would like
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Table 3 Accuracy results experiment 1

Model type kNN-cv majority voting kNN-cv weighted voting

Score function ACC Brier AUC ACC Brier AUC

Data Train Test Train Test Train Test Train Test Train Test Train Test

Breast cancer 75.06 71.68 72.73 72.73 72.49 72.73 74.48 74.48 72.73 72.73 72.61 72.73

Colic 83.97 83.42 82.16 83.15 82.07 81.52 83.97 83.15 82.16 83.15 82.16 81.79

CMC 47.39 46.64 46.69 47.73 46.98 47.25 47.34 47.46 46.21 47.25 46.37 46.64

Credit-A 86.96 85.96 86.52 85.81 86.23 85.38 86.96 86.10 86.76 86.24 86.47 85.81

Credit-G 73.87 74.20 73.40 73.90 73.30 74.30 73.87 74.20 73.40 73.90 73.30 74.30

Cylinder 77.84 77.41 70.99 69.63 73.27 71.48 72.10 70.56 70.99 69.63 72.10 70.56

Dermatology 96.81 95.36 96.72 95.36 95.90 96.18 96.90 95.63 96.90 95.36 96.08 96.18

Diabetes 75.00 74.61 74.44 74.09 74.61 73.96 75.00 74.09 74.44 74.09 74.61 73.96

Ecoli 85.91 87.20 85.52 86.31 83.53 83.93 86.21 86.01 85.91 86.01 84.52 84.52

Glass 67.76 67.26 63.54 64.07 61.53 59.84 66.66 69.64 64.16 65.93 62.92 61.71

Haberman 73.97 73.86 73.42 74.19 72.11 70.59 74.07 71.89 73.42 74.19 71.57 70.59

Heart-C 83.61 82.51 83.17 82.18 82.84 82.51 83.61 82.51 83.17 82.18 82.95 82.84

Heart-S 82.71 82.58 82.47 82.58 82.47 82.58 82.71 82.95 82.47 82.58 82.47 82.58

Hepatitis 84.95 84.51 84.09 80.65 83.01 82.57 84.95 84.51 84.09 80.65 82.79 81.93

Iono 86.80 84.33 85.75 85.76 81.57 83.20 85.18 84.62 84.80 85.76 81.10 82.35

Iris 97.11 94.68 97.11 94.68 96.67 95.34 97.11 94.03 97.11 94.68 96.67 95.34

Labor 90.63 87.74 89.47 85.95 85.35 89.40 88.88 87.74 88.30 87.74 83.61 89.40

Liver 64.35 61.74 62.71 62.32 63.09 61.45 64.45 60.58 62.71 62.32 62.80 63.48

Lymph 82.88 80.41 81.98 81.08 81.98 79.05 83.11 79.05 82.43 82.43 81.53 81.08

Postop 71.12 71.15 71.12 71.15 67.41 63.39 71.12 71.15 71.12 71.15 71.12 71.15

Primary tumor 41.50 42.17 40.12 41.88 39.82 41.00 41.00 42.18 39.82 41.00 39.73 41.30

Sick 96.25 96.42 96.12 96.26 95.48 95.47 96.25 96.42 96.12 96.26 95.56 95.49

Sonar 85.26 85.10 82.53 78.85 82.53 78.85 83.33 80.29 82.53 78.85 80.61 79.33

TAE 56.51 62.23 50.99 49.68 51.20 48.35 56.06 55.64 52.32 51.65 55.62 54.98

TTT 98.40 98.54 96.97 97.70 98.40 98.54 98.40 98.54 96.97 97.70 98.05 98.54

Vehicle 70.72 67.49 69.66 67.38 69.82 68.80 71.20 67.73 70.76 68.08 69.98 68.09

Vote 94.18 92.65 93.64 92.88 92.80 92.65 94.02 92.42 93.87 93.11 92.80 92.65

WBC 96.90 96.57 96.85 96.71 96.57 96.42 96.90 96.57 96.33 96.57 96.28 96.57

Wine 97.75 97.20 96.44 96.07 96.63 96.07 97.75 97.20 96.44 96.07 96.63 96.07

Zoo 95.37 95.08 95.04 95.08 90.10 90.15 93.40 93.08 93.07 91.08 91.08 92.12

MEAN 80.72 80.02 79.41 78.86 78.66 78.10 80.23 79.35 79.38 78.95 78.80 78.80

Mean rank 2.47 3.07 3.90 2.60 3.03 3.07

to optimize. Having said that, it must be noted that models optimized on accuracy will normally
have relatively poor AUC, and vice versa. This is, of course, not necessarily a problem in itself, it
is just a consequence of the fact that the two criteria actually measures quite different properties.

Table 5 below shows the accuracy results for Experiment 2. The most important result is, of
course, that the two ensemble approaches, when using accuracy as fitness function, clearly outper-
form kNN-cv. On the other hand, using either Brier score or AUC as score (fitness) function is
again not very successful when targeting accuracy. As a matter of fact, kNN-cv is actually more
accurate than three of the four ensemble techniques optimized using either Brier score or AUC.

In order to determine if there are any statistically significant differences between the two en-
semble techniques and kNN-cv, standard sign tests were used. When using 30 datasets, 20 wins are
required for a statistically significant difference, at α = 0.05. Table 6 below shows number of wins,
ties and losses, for the row technique against the column technique. Statistically significant differ-
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Table 4 AUC results experiment 1

Model type kNN-cv majority voting kNN-cv weighted voting

Score function ACC Brier AUC ACC Brier AUC

Data Train Test Train Test Train Test Train Test Train Test Train Test

Breast cancer 62.76 57.20 66.96 63.73 67.08 64.74 63.14 64.50 67.08 63.64 67.31 64.37

Colic 86.11 86.01 86.99 85.25 87.06 84.39 86.51 86.28 87.18 85.37 87.27 84.60

CMC 62.66 64.11 63.35 64.56 63.25 64.22 62.66 63.94 63.36 64.58 63.33 64.20

Credit-A 90.85 90.94 91.14 91.00 91.30 91.04 90.93 90.96 91.19 90.95 91.29 91.10

Credit-G 73.03 74.86 73.96 75.41 74.00 75.44 73.28 75.15 74.17 75.70 74.15 75.63

Cylinder 76.49 75.84 77.85 76.33 78.81 76.21 79.30 78.48 78.75 77.28 79.30 78.48

Dermatology 99.75 99.81 99.73 99.62 99.88 99.90 99.73 99.67 99.75 99.64 99.89 99.90

Diabetes 80.23 80.11 80.53 80.06 80.52 80.30 79.86 79.15 80.63 80.15 80.65 80.40

Ecoli 95.20 95.21 95.39 95.68 96.09 96.22 95.38 95.55 95.40 95.69 96.05 96.12

Glass 79.63 79.76 86.25 85.47 86.50 86.06 85.65 86.28 86.57 85.72 86.89 86.40

Haberman 57.84 59.45 58.94 59.55 62.75 60.69 55.88 56.58 59.15 59.82 62.37 61.84

Heart-C 90.33 89.98 90.63 90.27 90.71 90.29 90.30 89.98 90.60 90.20 90.68 90.51

Heart-S 88.39 88.17 88.55 88.11 88.55 88.11 88.13 88.43 88.42 88.10 88.42 88.10

Hepatitis 80.96 80.56 83.77 82.71 84.23 83.40 80.76 80.51 83.59 82.70 83.96 84.53

Iono 86.65 87.27 88.05 88.68 91.90 92.92 88.94 89.89 89.13 89.42 92.01 92.80

Iris 99.60 98.51 99.61 98.53 99.71 99.62 99.59 98.51 99.61 98.52 99.73 99.52

Labor 89.82 91.28 92.09 91.69 96.44 91.08 92.30 94.39 93.16 93.31 96.52 92.43

Liver 65.09 66.12 65.46 64.33 65.72 62.94 65.05 64.87 65.68 64.63 65.76 65.89

Lymph 90.61 88.55 90.78 90.27 90.86 89.66 90.12 90.27 90.91 90.49 90.89 90.37

Postop 37.40 45.81 41.05 43.37 47.25 39.51 31.88 35.36 39.47 42.57 50.00 50.00

Primary tumor 74.32 75.50 74.91 76.49 75.26 74.57 74.69 75.90 75.21 76.60 75.46 74.71

Sick 89.64 89.98 92.18 91.56 94.55 95.33 89.61 89.92 92.20 91.59 94.58 95.17

Sonar 84.93 84.80 90.13 89.53 90.13 89.53 90.01 89.64 90.68 90.70 90.62 89.57

TAE 67.41 71.68 67.09 66.54 69.07 68.29 71.63 71.29 69.48 67.96 71.81 71.91

TTT 99.85 99.92 99.63 99.82 99.85 99.92 99.88 99.95 99.60 99.80 99.85 99.91

Vehicle 88.56 87.42 89.41 88.41 89.61 89.17 89.40 88.12 89.59 88.57 89.85 89.28

Vote 97.23 97.43 97.42 97.68 97.45 97.71 97.33 97.49 97.39 97.72 97.49 97.75

WBC 99.10 98.61 99.08 98.53 99.19 98.62 85.65 84.73 99.11 96.76 99.14 97.66

Wine 99.72 99.77 99.87 99.45 99.87 99.77 99.78 99.80 99.89 99.45 99.89 99.79

Zoo 97.41 98.25 97.57 98.20 99.28 98.56 98.18 98.77 98.01 98.80 99.41 98.56

MEAN 83.05 83.43 84.28 84.03 85.23 84.27 83.18 83.48 84.50 84.21 85.49 85.05

Mean rank 4.47 4.07 3.00 3.70 3.33 2.27

ences are given in bold. Consequently, the tests show that G-kNN ensembles were significantly
more accurate than both kNN ensembles and the best kNN-cv found in Experiment 1. In addition,
the difference between kNN ensembles and kNN-cv is almost significant.

The AUC results for Experiment 2 are shown in Table 7 below. Here, both ensemble techniques
outperform the best kNN-cv from Experiment 1, but only when maximizing AUC. So, the picture
is again that the best optimization criterion when aiming for high AUC is to use AUC as the fitness
function.



262 Ulf Johansson, Rikard König and Lars Niklasson

Table 5 Accuracy results experiment 2

Model type kNN-cv majority vote kNN Ensemble G-kNN Ensemble

Fitness function ACC ACC Brier AUC ACC Brier AUC

Breast cancer 71.68 74.11 74.11 71.33 73.08 73.08 73.42

Colic 83.42 82.88 83.42 81.52 83.70 83.15 82.88

CMC 46.64 50.04 49.08 51.39 50.17 47.25 50.65

Credit-A 85.96 85.09 85.52 85.66 85.52 86.24 86.10

Credit-G 74.20 73.30 74.60 74.60 73.50 73.90 74.80

Cylinder 77.41 75.37 71.30 72.04 74.81 69.63 74.26

Dermatology 95.36 95.63 95.90 95.90 96.17 95.36 95.63

Diabetes 74.61 73.57 73.70 73.70 74.22 74.09 74.61

Ecoli 87.20 86.01 85.12 85.42 85.12 86.01 84.82

Glass 67.26 68.71 67.76 66.39 69.65 66.86 67.31

Haberman 73.86 73.20 72.88 69.30 74.51 74.51 70.27

Heart-C 82.51 82.84 82.83 84.49 83.50 81.86 84.16

Heart-S 82.58 82.59 79.98 80.73 82.22 82.58 81.83

Hepatitis 84.51 85.81 83.87 80.03 85.81 81.95 82.61

Iono 84.33 87.74 86.33 82.63 87.74 85.76 82.06

Iris 94.68 96.00 95.34 95.34 96.66 94.68 95.34

Labor 87.74 92.98 94.64 91.07 96.43 87.74 89.29

Liver 61.74 67.25 67.25 66.09 67.25 62.32 66.68

Lymph 80.41 82.43 83.11 83.78 83.78 84.46 81.08

Postop 71.15 64.43 71.49 55.43 67.79 71.15 63.34

Primary tumor 42.17 42.48 41.89 44.54 43.06 41.30 44.84

Sick 96.42 95.65 95.60 95.55 95.71 96.26 95.55

Sonar 85.10 82.21 77.88 78.37 82.21 79.81 79.33

TAE 62.23 64.85 50.25 59.58 66.20 54.94 61.58

TTT 98.54 99.17 99.17 99.06 99.17 97.70 98.22

Vehicle 67.49 69.03 68.44 67.14 69.26 68.20 66.44

Vote 92.65 94.26 95.18 94.72 94.72 93.11 94.26

WBC 96.57 96.85 97.00 97.14 96.85 96.71 97.14

Wine 97.20 96.09 95.52 95.52 96.64 96.64 95.52

Zoo 95.08 93.04 93.04 93.04 93.04 91.08 93.04

MEAN 80.02 80.45 79.74 79.05 80.95 79.28 79.57

Mean rank 3.97 3.33 3.80 4.37 2.60 4.63 4.10

Table 6 Accuracy: Wins-Ties-Losses

kNN-cv kNN ensemble

kNN ensemble 18-0-12 -

G-kNN ensemble 20-0-10 20-4-6
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Table 7 AUC results experiment 2

Model type kNN-cv weighted vote kNN Ensemble G-kNN Ensemble

Fitness function AUC ACC Brier AUC ACC Brier AUC

Breast cancer 64.37 61.92 60.73 58.77 62.54 63.43 59.82

Colic 84.60 86.15 85.94 85.35 85.74 85.28 86.40

CMC 64.20 67.03 66.99 67.93 66.91 64.58 68.15

Credit-A 91.10 91.27 91.19 91.16 91.29 91.01 91.40

Credit-G 75.63 73.09 75.60 75.53 74.73 75.70 76.00

Cylinder 78.48 77.12 78.76 78.63 77.11 77.31 80.99

Dermatology 99.90 99.84 99.82 99.90 99.85 99.64 99.87

Diabetes 80.40 79.26 78.84 79.03 79.60 80.15 79.89

Ecoli 96.12 96.02 95.79 96.00 96.04 96.11 95.95

Glass 86.40 85.69 86.13 86.68 86.38 87.16 86.87

Haberman 61.84 68.10 65.62 67.05 65.43 61.16 65.57

Heart-C 90.51 89.93 90.20 90.34 90.17 90.16 90.47

Heart-S 88.10 88.13 87.57 87.75 88.47 88.14 88.18

Hepatitis 84.53 84.45 86.32 86.53 84.38 83.02 87.63

Iono 92.80 90.84 92.35 93.30 91.50 91.30 93.36

Iris 99.52 99.37 98.09 98.94 99.26 98.52 99.05

Labor 92.43 97.57 99.12 96.28 99.32 92.97 97.30

Liver 65.89 67.56 68.80 68.95 67.48 64.52 67.96

Lymph 90.37 91.75 93.49 92.89 92.78 90.43 92.23

Postop 50.00 35.59 50.12 46.32 37.01 42.37 51.05

Primary tumor 74.71 76.74 76.58 76.38 77.13 76.81 76.74

Sick 95.17 94.86 94.34 94.22 94.20 91.59 95.22

Sonar 89.57 91.22 88.33 89.21 87.97 91.07 87.90

TAE 71.91 75.71 68.65 73.77 77.16 71.85 74.60

TTT 99.91 99.95 99.96 99.97 99.95 99.80 99.91

Vehicle 89.28 88.01 89.10 88.75 88.16 88.59 89.09

Vote 97.75 98.06 97.89 97.73 97.89 97.68 98.07

WBC 97.66 98.64 99.03 98.90 98.91 96.76 99.02

Wine 99.79 99.68 99.34 99.36 99.71 99.74 99.67

Zoo 98.56 98.39 98.39 99.65 98.42 98.79 98.75

MEAN 85.05 85.06 85.44 85.51 85.18 84.52 85.90

Mean rank 3.90 4.23 4.17 3.83 4.00 4.87 2.80

Table 8 below shows that G-kNN ensembles obtained significantly higher AUC than both kNN-
cv and the kNN ensembles.

Table 8 AUC: Wins-Ties-Losses

kNN-cv kNN ensemble

kNN ensemble 16-1-13 -

G-kNN ensemble 20-1-9 22-0-8

Table 9 finally, compares ensemble results to average base classifier results.
From Table 9, it is obvious that the base models are clearly weaker than the ensembles. Or,

put in another way, that the ensemble approach really works. Standard sign tests also show, in all
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Table 9 Comparing ensembles and base classifiers

Measure Accuracy AUC

Technique KNN G-kNN KNN G-kNN

Model Base Ens. Base Ens. Base Ens. Base Ens.

Breast cancer 73.55 74.11 71.74 73.08 57.85 58.77 58.60 59.82

Colic 83.10 82.88 82.74 83.70 85.64 85.35 85.89 86.40

CMC 49.08 50.04 48.98 50.17 67.08 67.93 66.87 68.15

Credit-A 85.09 85.09 85.01 85.52 91.28 91.16 91.52 91.40

Credit-G 73.30 73.30 73.34 73.50 75.47 75.53 75.28 76.00

Cylinder 75.06 75.37 74.59 74.81 77.71 78.63 76.77 80.99

Dermatology 94.89 95.63 95.66 96.17 99.88 99.90 99.84 99.87

Diabetes 73.22 73.57 73.72 74.22 78.64 79.03 79.18 79.89

Ecoli 84.52 86.01 84.61 85.12 96.06 96.00 96.00 95.95

Glass 67.68 68.71 68.32 69.65 86.04 86.68 85.60 86.87

Haberman 73.69 73.20 73.62 74.51 66.80 67.05 64.41 65.57

Heart-C 82.28 82.84 82.87 83.50 90.14 90.34 90.13 90.47

Heart-S 82.29 82.59 81.51 82.22 87.66 87.75 87.45 88.18

Hepatitis 84.79 85.81 84.46 85.81 85.23 86.53 86.33 87.63

Iono 87.03 87.74 86.61 87.74 91.96 93.30 91.78 93.36

Iris 96.14 96.00 95.73 96.66 98.80 98.94 99.22 99.05

Labor 92.79 92.98 93.50 96.43 95.24 96.28 95.73 97.30

Liver 67.22 67.25 66.79 67.25 67.51 68.95 66.03 67.96

Lymph 80.68 82.43 80.81 83.78 90.59 92.89 89.39 92.23

Postop 64.86 64.43 64.78 67.79 46.09 46.32 47.91 51.05

Primary tumor 42.00 42.48 41.74 43.06 75.11 76.38 75.42 76.74

Sick 95.58 95.65 95.60 95.71 93.87 94.22 94.13 95.22

Sonar 81.92 82.21 80.48 82.21 84.83 89.21 84.08 87.90

TAE 63.30 64.85 61.75 66.20 69.27 73.77 71.09 74.60

TTT 98.71 99.17 98.69 99.17 99.79 99.97 99.77 99.91

Vehicle 67.13 69.03 67.57 69.26 88.04 88.75 88.22 89.09

Vote 94.24 94.26 94.10 94.72 97.15 97.73 97.28 98.07

WBC 96.41 96.85 96.51 96.85 98.79 98.90 98.92 99.02

Wine 96.20 96.09 96.53 96.64 99.43 99.36 99.47 99.67

Zoo 93.74 93.04 93.54 93.04 96.94 99.65 97.43 98.75

MEAN 80.02 80.45 79.86 80.95 84.63 85.51 84.66 85.90

Wins-Ties-Losses 22-2-6 29-0-1 26-0-4 27-0-3

four comparisons, that the ensembles are significantly more accurate than their base classifiers. It
is noteworthy that, for both accuracy and AUC, the differences between the base classifiers and the
ensembles are greater for G-kNN than for kNN. Most likely, the explanation for this is that G-kNN,
with its more complex models, obtains greater diversity among base models. Another interesting
observation is that genetically evolved base classifiers, on several datasets, have worse performance
than the best kNN-cv, from Experiment 1.
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5 Conclusions

We have in this paper suggested a novel technique producing ensembles of instance based learners.
The technique is based on GP, making it straightforward to modify both the representation language
and the score function. Most importantly, GP has an inherent ability to produce several, quite
different models, all having similar individual performance. Naturally, this is exactly what is sought
when building ensembles, i.e., accurate yet diverse base classifiers. One specific advantage for the
GP approach is the fact that each model is still built using all features and all instances. This is
in contrast to resampling methods, where implicit diversity is often introduced mainly by making
all base classifiers less accurate, i.e., they do not have access to all relevant data. The different
solutions produced by the GP, on the other hand, are all models of the original problem.

In this study, two different kinds of genetically evolved base classifiers were evaluated. The
first was a global kNN model, similar to standard kNN, but with optimized feature weights and an
optimized k-value. The second was a decision tree where each leaf node contains optimized feature
weights and an optimized k-value. In the experimentation, the ensemble models significantly out-
performed both the corresponding base classifiers and standard kNN with optimized k-values, with
respect to both accuracy and AUC. Comparing the two different versions, ensembles using the more
complex decision tree models, potentially utilizing several locally optimized k-values, obtained sig-
nificantly higher accuracy and AUC. Interestingly, this superior performance was achieved despite
the fact that base classifiers had similar performance, indicating that the ensembles built from the
more complex models had greater diversity.

On a lesser note, the results also show that it is generally best to use the criterion that we would
like to optimize as score function. Although this may sound obvious, it should be noted that it
becomes more important for more powerful models. In this study, the genetically evolved models
had, of course, many more degrees of freedom than standard kNN, resulting in more specialized
models. In particular, models optimized on accuracy turned out to have relatively poor AUC, and
vice versa.
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Behaviorally Founded Recommendation
Algorithm for Browsing Assistance Systems

Peter Géczy, Noriaki Izumi, Shotaro Akaho, Kôiti Hasida

Abstract We present a novel recommendation algorithm for browsing assistance systems. The
algorithm efficiently utilizes a priori knowledge of human interactions in electronic environments.
The human interactions are segmented according to the temporal dynamics. Larger behavioral
segments—sessions are divided into smaller segments—subsequences. The observations indicate
that users’ attention is primarily focused on the starting and the ending points of subsequences.
The presented algorithm offers recommendations at these essential navigation points. The recom-
mendation set comprises of a suitably selected desirable targets of the observed subsequences and
the consecutive initial navigation points. The algorithm has been evaluated on a real-world data of
a large-scale organizational intranet portal. The portal has extensive number of resources, signifi-
cant traffic, and large knowledge worker user base. The experimental results indicate satisfactory
performance.

Keywords: Recommender systems, Browsing assistance, Human-web interactions, Behavior ana-

lytics, Intranet portals, Knowledge workers.

1 Introduction

The effective browsing assistance services should aim at satisfying the objective navigational needs
of the users. Rather than focusing on predicting the next page in a user’s navigation stream, it is
of higher benefit to the users to be offered direct access to the desired resource. Thus, the users
can skip all the essentially unwanted transitional pages and reach the desired resource immediately.
This potentially saves users’ time, servers’ computational resources, and networks’ bandwidth.

The pertinent questions arising in this context are: ”How to identify the desired resources?”,
and ”How to appropriately present them to users?”. Constructive answers to these questions lie
in the detailed analysis of human-web interactions. Behavioral analytics provide a suitable base
for deeper understanding of human behavior in digital environments, and translate to actionable
knowledge vital for designing effective browsing assistance systems.

Peter Géczy, Noriaki Izumi, Shotaro Akaho, Kôiti Hasida
National Institute of Advanced Industrial Science and Technology (AIST), Tokyo and Tsukuba,
Japan
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The browsing assistance systems are in high demand in web based portals. The web portals
utilize the browsing assistance services for usability improvements. Improved usability of web-
based information systems brings economic benefits to organizations and time benefits to users.
The progress in advancing organizational information systems has been slow. Knowledge-intensive
organizations increasingly rely on advanced information technology and infrastructure [1]. The in-
formation systems should facilitate higher operating efficiency of organizations and their members
[2]. This necessitates well deployed organizational knowledge portals [3],[4].

It has been observed that organizational knowledge portals are underutilized despite the vast
amount of resources and services they provide [5]. The underutilization is mainly due to the mis-
alignment between the design and implementation of business processes and services, and the
usability characteristics of users. The assistance services should incorporate recommender systems
that help users navigate in intranet environments more efficiently. This requires a new generation
of recommender systems [6]-[8]. Those that effectively utilize behavioral analytics of users.

1.1 Related Works

The human web behavior analytics have been attracting a spectrum of research activity. The body
of reported work includes mining click-stream data of page transitions [9],[10], improving web
search ranking utilizing information on user behavior [11],[12], web page traversing employing
eye-tracking studies and devices [13],[14], and commercial aspects of user behavior analysis [15]-
[18].

A major portion of the research has been focused on deriving models of user navigation with
predictive capabilities—targeting the next visited page. Such automated predictors have applicabil-
ity in pre-caching systems of web servers, collaborative filtering engines, and also recommender
systems. Applied statistical approaches in this area have been favoring Markov models [19]. How-
ever, higher-order Markov models become exceedingly complex and computationally expensive.
The computationally less intensive cluster analysis methods [20], adaptive machine learning strate-
gies [21],[22], and fuzzy inference [23] suffer from scalability drawbacks.

The local domain heuristics have also been explored for improving collaborative filtering tech-
niques for browsing assistance systems at corporate knowledge portals [24]. The frequent pattern
mining reduces the computational complexity and improves the speed, however, at the expense
of substantial data loss [25],[26]. The latent semantic indexing approach in collaborative recom-
mender systems has been reported to reduce the execution times [27]. New advancements call
for more efficient approaches built on deeper quantitative and qualitative understanding of human
behavior in electronic environments.

1.2 Our Contribution and Approach

The presented work advances the state-of-the-art in browsing assistance systems by employing de-
tailed behavioral analytics of the target user population. It has been observed that human behavior
in digital environments displays particular dynamics. Shorter periods of rapid activity are followed
by longer periods of passivity [28],[29]. This is attributed to perceptually prioritized task execution.

Human temporal dynamics are utilized for identifying the activity periods and elucidating the
web interactions and usability features [5]. Extracted actionable knowledge of human behavior
permits formulation of the essential strategic elements for designing a novel recommendation algo-
rithm. The algorithm is behaviorally founded, computationally efficient, and scalable. It complies
with the core requirements for effective deployment in browsing assistance systems of large-scale
organizational portals.
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The novel algorithm provides recommendations on potentially desired target resources, rather
than just the following page in the navigational sequence. The recommendations are offered only
at the specific navigation points. This enhances efficiency and saves computing and bandwidth re-
sources. The points are identified based on the analysis of user browsing interactions. As the user’s
browsing behavior evolves, and the interaction characteristics change, the algorithm naturally re-
flects the changes and adjusts its recommendations.

2 Concept Formalization

We introduce the essential terminology and formal description of the approach. The presented
terms are accompanied by intuitive and illustrative explanations. This helps us to understand and
comprehend the concept at both practical and higher order abstract levels.

The analytic framework utilizes a segmentation of human behavior in digital environments. The
basic framework has been introduced in [5]. We recall only applicable constructs and expand the
framework for concepts relevant to this study.

Human behavior in electronic environments is analyzed from the recorded interactions. The in-
teractions are represented as sequences of page transitions—sometimes referred to as click streams.
The long interaction sequences are divided into smaller segments: sessions and subsequences.
These two essential segments of human interactions underline the tasks of different complexities
undertaken in the web environments. More complex tasks constitute sessions. The sessions are
split into the subsequences. The subsequences exemplify the elemental browsing tasks.

Human interactions display the bursts of activity followed by the longer periods of inactivity.
The segmentation of sequences accounts for the observed temporal dynamics. The suitable separa-
tion points are determined based on the delays between transitions.

Fig. 1 Depiction of segmentation of page transition sequences. The sequences are divided into the
browsing sessions and subsequences based on inactivities di between transitions. The first and the
last elements of subsequences are the important navigation points. The first point is the a starter,
and the last point is an attractor.

The page transition sequences are recorded as indexed sequences {(pi, ti)}i of pairs (pi, ti)
where pi denotes the visited page URLi at the time ti. The sequences are converted into the
form: {(pi,di)}i where di = ti+1 − ti represents a delay between the consecutive page transitions
pi → pi+1. This facilitates direct observation of the transitional delays.
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Depending on the observed transitional delays we segment the long click stream sequences
into smaller constituents: sessions and subsequences. An intuitive illustration of the segmentation
concept is shown in Fig. 1. The sessions and the subsequences are the following:
Browsing session is a sequence B = {(pi,di)}i where each delay between page views, di, is shorter

than the predetermined interval TB. Browsing session is often referred to simply as a session.

Subsequence of an individual browsing session B is a sequence Q = {(pi,di)}i where each transi-

tional delay, di, is less than or equal to the dynamically calculated value TQ.

The sessions generally represent longer human-web interactions and contain several subse-
quences. They correspond to larger and more complex browsing tasks. Users accomplish these
tasks via several smaller subtasks indicated by the subsequences. Consider the following example
of user interactions on the organizational intranet portal. Upon arrival to the office an employee
logins into the intranet system (subsequence 1). A successful login procedure will present the user
with the opening portal page. Navigating from the initial page, the user accesses the attendance
monitoring service and records the starting time of the current working day (subsequence 2). Com-
pleting the attendance process successfully, the user proceeds to the organizational announcements
page where he/she finds an interesting information concerning the latest overtime remuneration
policy (subsequence 3). Then the user leaves computer for another work-related activity.

The example of employee interactions with the organizational intranet system describes a poten-
tially typical ’morning session’–consisting of three subsequences indicating distinct tasks: entering
the system, recording the attendance, and accessing the latest announcements. Each subsequence
displays agile transitions at the end of which user’s attention is required. The attention takes time.
Thus there are longer delays recorded prior to initiating the next task.

The pertinent issue in segmenting the human browsing interactions into sessions and subse-
quences is the appropriate determination of separating delays—the values of TB and TQ. Elucida-
tion of student web behavior revealed that their browsing sessions last on average 25.5 minutes
[30]. Analysis of knowledge workers’ browsing interactions on the organizational intranet portal
exposed longer session duration: 48.5 minutes on average [5]. The study used empirically deter-
mined minimum inter-session delay TB = 1 hour. The subsequence delay separator TQ was cal-
culated dynamically as an average delay in the session bounded from below by 30 seconds. This
determination proved to be appropriate in the studied case.

A deeper understanding of human interactions in web environments involves observing where
the users initiate their actions and which resources they target. This translates to the elucidation of
the starting and the ending points of subsequences. The starting navigation points of subsequences
are refereed to as starters, whereas the ending navigation points are refereed to as attractors. A
set of starters is denoted as S and a set of attractors as A.

The concept of starters and attractors is illustrated in Fig. 1. The starters correspond to the ini-
tial navigation points of subsequences, that is, the pages 1 and 5 (points p1 and p5). Considering
the formerly staged example of employee interactions, the starter p1 would be the login page of
the portal. The attractors are the terminal navigation points of subsequences, that is, the pages 4
and 7 (points p4 and p7). In our example, the first subsequence—login—terminates with display-
ing the opening portal page to the user. Thus, the opening portal page is the attractor of the first
subsequence.

Assume that the user bookmarks the opening portal page for easier access later. After some
browsing, e.g. reading news, he/she would like to return to the opening portal page and navigate
from there to another resource. Simply, by going to bookmarks and clicking on the record, the user
can access the opening portal page and start navigating from there. Note that the opening portal
page has been the attractor in the example from the previous paragraph, and in this one it is the
starter. A single navigation point can be both starter and attractor.

Navigation using hotlists such as bookmarks and/or history [31] often leads to the single point
subsequences. The points detected in such subsequences are called singletons. The singletons
relate to the single actions followed by longer inactivity. This is frequently the case when using
hotlists. The user accesses the desired resource directly, rather than navigating through the link
structure.
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An individual point can be used for navigating to numerous different targets. Analogously, from
a single target, users can transition to the several different initial points of the following subtasks.
It is desirable to identify the attractors to which users navigate from the given starters, as well as
the starters to which they transition from the given attractors. This is expressed by the mappings:
starter → set of attractors and attractor → set of starters.
Starter-attractor mapping ω : S → A is a mapping where for each starter s ∈ S, ω(s) is a set of
attractors of subsequences having the identical starter s.
Attractor-starter mapping ψ : A → S is a mapping where for each attractor a ∈ A of the subse-
quences, ψ(a) is a set of starters of the detected consecutive subsequences.

The starter-attractor mapping underlines the range of different attractors the users accessed
when initiating their browsing interactions from the given starter. It does not quantify the number
of available links on the starter page. Instead, it exposes the range of detected abstract browsing
patterns: starter → set of attractors. Between the starter and attractor may be several intermediate
pages in the observed subsequences. The starter-attractor mapping outlines an important ’long-
range’ browsing pattern indicator. On the other hand, the attractor-starter mapping delineate an
important ’close-range’ interaction pattern indicator: attractor → set of starters. The transition from
the attractor to the next starter is direct. The attractor-starter mapping relates more closely to the
spectrum of links exposed on the given attractor page (static or dynamic) and/or the utilization of
hotlists.

A single starter can map to a large number of attractors in starter-attractor mapping. Analo-
gously, a single attractor can map to a large number of starters in attractor-starter mapping. Among
the points in the mapped sets, some may be more important than the others. The importance is
determined by a suitably defined ordering function with respect to which the points can be ranked.
Various ordering functions can be defined. A relative frequency of occurrences can be a simple yet
suitable ordering function, for instance.

It is useful to select a limited number of the most viable candidates among the navigation
points in mapped sets. Selection of the best candidates is done with respect to the ordering. The
selected subsets containing a limited number of candidates are called top sets. They are denoted by
a superscript and expressed as follows:
Top-n sets ω(n) and ψ(n) are the ordered sets of the first n points selected with respect to an ordering
function f defined on the mapped sets.

The top sets describe the sampling from the image sets of the starter and attractor mappings
with respect to the ordering function. They are extracts from the image set and contain a number
of the highest ranking elements. Consider for example a starter s with ω(s) = {a1, . . . ,ax}, x ∈ N.
Top-n set ω(n)(s) = {a1, . . . ,an}, n ≤ x, can be a selection of the first n attractor points according
to a ranking function f defining ordering on the set S∪A.

3 System Design

The conceptual design of the presented system efficiently employs valuable a priori information
obtained from the analysis of knowledge worker browsing interactions on a large corporate intranet
portal. The observations have pertinent implications to the architecture of the assistance system.

3.1 A Priori Knowledge of Human-System Interactions

The exploratory analysis of the knowledge worker browsing behavior and the usability of the or-
ganizational information system highlighted numerous relevant issues [5]. Several of them are
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directly or indirectly applicable to the browsing assistance system design. Following is a concise
list of the important observations.

• Knowledge workers form repetitive browsing and behavioral patterns.
• Complex interaction tasks are divided into three subtasks on average.
• General browsing strategy can be expressed as: knowledge of the starting point and familiarity

with the navigational pathway to the target.
• Extended use of the information system leads to the habitual interaction behavior.
• Knowledge workers navigate rapidly in the subsequences—within seconds.
• Users have relatively short attention span for elemental tasks—approximately seven minutes

on average.
• Knowledge workers utilize a small set of starting navigation points and target a small number

of resources.

The knowledge workers have generally focused browsing interests. Their browsing tasks are
mainly related to their work description. Thus, they effectively utilize only a relatively small subset
of resources from a large pool of available ones. Knowledge workers’ browsing habitually focuses
on the initial navigation points and the traversal path to the desired resource. As they get used to
the system, their navigation from a starter to an attractor is progressively rapid.

3.2 Strategic Design Factors

The essential requirements on the recommendation algorithm for intranet browsing assistance sys-
tem fall into three main categories:

1. Recommendation Quality: The algorithm should provide reasonably accurate and suitable
recommendations.

2. Diverse User Population Accountability: While focusing on the local knowledge workers,
the algorithm should encompass diversity in the user population.

3. Computational Efficiency and Scalability: The algorithm should be computationally efficient
and scalable in the dimensions of user population and resource number.

The adequate coverage of these three domains demands formulating effective strategies for algo-
rithm design. In devising the strategic elements, we utilize the findings of the human-web interac-
tions on a large-scale organizational intranet portal. They provide actionable a priori knowledge.
Building upon these observations enables us to determine the core strategic design factors.

Exploit starters and attractors for assistance services.

The starters and attractors should be the primary navigation points for appropriate assistance
services. The observed knowledge worker browsing strategy relies on knowing the right starters
for reaching their goals. The attractors are the desired targets and transition initiators to the
subsequent starters. These are the navigation points where users pay the most attention to the
content (and spend their time at). The intermediate points between starters and attractors in
the subsequences are transitional. They are passed through relatively rapidly—within seconds.
Thus, the users do not pay sufficient attention to the content of these pages and proceed straight
to the known link in the navigational pathway to the target. If the assistance service is provided
on these pages, it is unlikely the users would notice it; not to mention use it within such a short
time. It would simply be an inefficient use of computing resources.
Provide recommendations on relevant attractors and consecutive starters.

The former strategic point proposes to provide assistance services only at the starter and attrac-
tor pages. When a user reaches the starter, his/her desired target is the corresponding attractor.
Analogously, when a user arrives at the attractor, he/she would like to transit to the appropri-
ate starter. Hence, the effective browsing assistance service should be recommending suitable
attractors and starters.
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Limit the prediction depth to less than three levels.

There is practically no need to go beyond three levels of depth in predicting the appropriate at-
tractors and starters. This implies from the empirical evidence obtained when analyzing know-
ledge workers’ browsing interactions. The knowledge workers divided their browsing tasks into
three subtasks–on average. Their browsing sessions thus contained three subsequences. Each
subsequence has its starter si and attractor ai. Consider the following generic session:

s1
1−→ a1,s2

2−→ a2,s3
3−→ a3 ,

where the numbers above the right arrows denote the depth. Assume the user is at the beginning
of a session, that is, the point s1. The desired elements in the first depth level are: a1,s2; in the
second level: a2,s3, and in the third: only a3. The recommendation set r = {a1,s2,a2,s3,a3}
would be sufficient for the whole session, in principle. Hence, to cover the generic session, it
is sufficient to limit the prediction depth to less than or equal to three. It may be practical to
focus just on the next level, since when the user reaches the desired attractor or starter, the
recommendations on the next level attractors or starters will be provided again. This strategic
design consideration may lead to computationally more efficient and scalable algorithms.

The fast responsiveness of the assistance system should also be among the high priority issues.
It has been observed that the knowledge workers have relatively short attention span in the elec-
tronic environments. The extended waiting times may result in negative browsing experiences. The
secondary effect of unfavorable experiences leads to relatively low usability perceptions. The re-
sponsiveness factor directly relates to the computational efficiency. The recommendation algorithm
of the assistance system should be computationally inexpensive.

3.3 Recommendation Algorithm Derivation

The design of the recommendation algorithm for browsing assistance system utilizes the presented
strategic concepts and accounts for the essential system requirements. The recommendations are
provided on the starter and attractor pages. The system aims at supplying a list of viable resources
comprising of both starter and attractor pages. The recommendations are based on the first level
predictions.

The recommendation algorithm has several phases. First, it identifies the reached navigation
point. If the point is starter and/or attractor, it proceeds to the generation of the initial recommen-
dation set. The initial recommendation set is generated in two stages (see Fig. 2). In the first stage,
a set of top-n elements according to the appropriate starter-attractor or attractor-starter mappings
is generated. The selected top-n points are used as seeds for the second stage expansion. The two-
stage process produces the initial set of n(1 + m) elements. The initial set contains an appropriate
mix of starters and attractors. The final recommendation set is selected from the initially generated
set. The elements in the initial set are ranked with respect to the ordering function. Then, the set of
the highest ranking points is chosen.

Recall that a navigation point can be starter, attractor, singleton, simple point, or any combi-
nation of these. The two stage generation of the initial recommendation set varies depending on
whether the detected navigation point is starter, attractor, or both. If the point is both starter and at-
tractor, it is prioritized as a starter. The details of the algorithm for the relevant cases are described
in the following paragraphs.

Assume the reached navigation point is a starter s. The algorithm maps the starter s to the
set of attractors, ω(s), according to the starter-attractor mapping ω, s → ω(s). The top-n attrac-
tors, ω(n)(s), are selected from the set ω(s). The selection is done with respect to the suitable
ranking/ordering function. The selected top-n attractors in ω(n)(s) are used for generating n ad-
ditional sets by the attractor-starter mapping. The corresponding set of top-m starters, ψ(m)(ai),
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Fig. 2 Illustration of the two-stage generation of the initial recommendation set.

is obtained for each attractor ai ∈ ω(n)(s), and the collection of the resulting points is the union:
us =

⋃
ai∈ω(n)(s) ψ(m)(ai). The initial recommendation set r(s) is then obtained as the union of

ω(n)(s) and us, that is, r(s) = ω(n)(s)∪ us. It is intentionally larger than the required final recom-
mendation set. Hence, the set r(s) undergoes further selection. The subset r(w)(s), having the best
w elements of r(s), is chosen according to the proper ordering function.

Analogous process is repeated when the user reaches the attractor navigation point. Given the at-
tractor a, the top-n set, ψ(n)(a), is generated according to the attractor-starter mapping ψ. Sampling
of ψ(a) is done with respect to the given ordering. This is the first stage expansion: a → ψ(n)(a).
The obtained top-n set, ψ(n)(a), is used for the second stage expansion. The corresponding sets of
the top-m attractors, ω(m)(si), are derived for each starter si ∈ ψ(n)(a), and the collection of the
resulting points is the union: ua =

⋃
si∈ψ(n)(a) ω(m)(si). The initial recommendation set, r(s), is then

again obtained as the union: r(a) = ψ(n)(a)∪ua. The acquired initial recommendation set, r(a), is
correspondingly sampled. The top w elements are selected according to the ordering function. The
resulting final recommendation set, r(w)(a), is then obtained.

The important element of the algorithm is the right choice of the ordering function f . The func-
tion should provide qualitatively appropriate ranking of the navigation points. In addition, it should
be computationally inexpensive, in order to enable on-the-fly recommendations and scalability of
the algorithm.

The suitable ordering function is the relative frequency. The navigation points are evaluated
according to their relative utilization frequency detected during the knowledge worker interactions.
This facilitates the reuse of the analytic data and efficient implementation. It also permits easy
extensions to various domains of definition. As knowledge workers utilize the intranet portal re-
sources more frequently, the relative frequency becomes more accurate and convergent.

Multiple categories and multiplicity of navigation points present a slight difficulty. The sets of
starters, attractors, and singletons are not necessarily disjunct. This rises an important question:
how to compute the relative frequency of a point that has been detected as starter, attractor, and
singleton (or any valid combination of these)? Simple and effective solution to this problem is to
compute the average of the applicable relative frequencies:

f (p) = avrg( fS(p)+ fA(p)+ fZ(p)) ; fS(p) 6= 0, fA(p) 6= 0, fZ(p) 6= 0, (1)
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where fS denotes the starter relative frequency, fA stands for the attractor relative frequency, and
fZ indicates the singleton relative frequency. This evaluation accounts for the average combined
relative frequency value of a point.

At this stage we are ready to present the complete algorithm. Simplified, but intuitively under-
standable, flowchart illustration of the derived recommendation algorithm for browsing assistance
system is presented in Fig. 3. At the beginning, the reached navigation point p is examined. If the
point p is neither starter nor attractor, the algorithm exits. In parallel with the point examination,
the initial parameters are set:

n - the first level expansion range,
m - the second level expansion range,
w - the recommendation window size.

If the point p has been detected to be a starter, the algorithm calculates the appropriate recommen-
dation set r(w)(p). This applies also to the case where point p has been identified as both: starter and
attractor. It is then preferentially treated as a starter. If the reached navigation point p is identified
as an attractor, the algorithm calculates the recommendation set r(w)(p) accordingly. The averaged
relative frequency ordering function (1) is employed in all cases. The obtained recommendation
set r of the size w is then suitably presented to the user on-the-fly at the given page p.

4 Practical Evaluation

The evaluation of the introduced recommendation algorithm for browsing assistance system has
been performed on the real-world data of a large-scale organizational information system. The
information system incorporates an intranet portal providing access to a large number of organi-
zational resources and services. The primary users of the portal are skilled knowledge workers.
The knowledge workers are significantly diverse in terms of interaction characteristics, accessed
resources, and utilization style. We start with a concise introduction of the intranet portal and then
proceed to the evaluation of the algorithm.

4.1 Intranet Portal

The target intranet portal of this study is a large-scale system implemented at The National In-
stitute of Advanced Industrial Science and Technology. The system is significantly complex and
distributed. The intranet portal is a gateway to a large number of resources and services. Its web
core comprises of six servers connected to the high-speed backbone in a load balanced configura-
tion. The user access points are located on the local subnets. The subnet infrastructures range from
high-speed optical to wireless.

The institute has a number of branches throughout the country. Thus, the services and resources
are decentralized and distributed. The intranet portal incorporates a rich set of resources such as
documents (in various formats), multimedia, software, etc. The extensive spectrum of the imple-
mented services support the institutional business processes, management of cooperation with in-
dustry, academia, and other institutes; localization of internal resources, etc. Blogging and network-
ing services within organization are also implemented. The visible web space is in excess of 1 GB,
and the deep web space is considerably larger, however, it is difficult to estimate its size due to the
distributed architecture and alternating back-end data.

The intranet portal traffic is considerable—primarily during the working hours. Knowledge
worker interactions on the portal are recorded by the web servers and stored in web logs. The
web log data is voluminous and contains relatively rich information about the knowledge workers’
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Fig. 3 Intuitive flowchart presentation of recommendation algorithm.

browsing features and portal utilization. The web logs, however, contain both human and machine
generated traffic (e.g. automated software and hardware monitoring systems, crawlers and indexers,
download managers, etc.). The data needs preprocessing and cleaning before the human traffic
can be extracted and analyzed. The preprocessing, elimination of the machine generated traffic,
and segmentation of the detected human interactions into sessions and subsequences has been
presented in [5] and is not detailed here. The resulting working data, together with the essential
portal statistics, are described in Table 1.
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Table 1 Information and basic data statistics of the organizational intranet portal.

Web Log Volume ∼60 GB
Average Daily Volume ∼54 MB
Number of Servers 6
Number of Log Files 6814
Average File Size ∼9 MB
Time Period 1 year

Log Records 315 005 952
Resources 3 015 848
Sessions 3 454 243
Unique Sessions 2 704 067
Subsequences 7 335 577
Unique Subsequences 3 547 170
Valid Subsequences 3 156 310
Unique Valid Subsequences 1 644 848
Users ∼10 000

4.2 System Evaluation

The presented recommendation algorithm has been evaluated using the processed data of the large-
scale target intranet portal. The main goal of the evaluation has been to examine the correctness
of the algorithm’s recommendations given the actual interactions of knowledge workers during
their browsing experiences. The recommendation correctness of the algorithm has been tested for
various sizes of the recommendation window.

The segmentation of the knowledge worker interactions on the portal has been performed. The
essential navigation points (i.e. starters and attractors) have been extracted from the identified
sessions and subsequences. The relative frequency values for the detected starters and/or attractors
have been calculated using the obtained access data. All the processed data was stored in a database,
in order to facilitate efficient storage, retrieval, and manipulation.

The individual users were associated with the distinct IP addresses. The set of detected unique
IP addresses contained both statically and dynamically assigned addresses. Smaller number of the
distinct IP addresses were static and larger number of the addresses were dynamic. This was due to
widespread use of dynamic addressing in the organization. It should be noted that the exact iden-
tification of the individual users was generally not possible for dynamically assigned IP addresses.
However, the detected IP address space proportionally corresponded to the number of portal users.

We identified IP addresses with more than fifty sessions originating from them. This represents
approximately at least once per week interaction activity on the intranet portal. There were 8739
such IPs. A random sample of subsequences originating from these addresses was obtained. Ten
subsequences were selected from each IP address. The test points were selected from the subse-
quence samples. If the test point was a starter, the desired target was the corresponding attractor of
the original subsequence. In case of the attractor test point, the desired target was the starter of the
consecutive subsequence. The testing set consisted of the pairs (p,y): point p → desired target y.
The cardinality of the testing set was 87390.

Given the navigation point pi in the testing set {(pi,yi)}i, the introduced algorithm generated
the recommendation set r(w)(pi). The generated recommendation set, r(w)(pi), was scanned for the
corresponding desired target element yi. If the set r(w)(pi) contained the actual desired point yi, the
recommendation was considered correct, otherwise it was considered incorrect. The correctness of
the recommendation algorithm was measured by a simple indicator function of yi on r(w)(pi).
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Fig. 4 Recommendation correctness evaluated for varying size of recommendation window.

The recommendation correctness of the introduced algorithm was evaluated for different sizes
of the recommendation window w ∈ < 1,30 >. The range < 1,10 > was examined with the in-
crement one, and the range < 10,30 > with the increment five. The first and the second stage
expansion parameters were set to five: m = n = 5. Thus, the cardinality of the initial recommenda-
tion set r was thirty; |r| = n(1+m) = 30. The top-w candidates, r(w), were selected from the initial
recommendation set according to the averaged combined relative frequency (1). The obtained cor-
rectness results are graphically presented in Fig. 4.

The recommendation performance of the derived algorithm was rising approximately linearly
up to the window size ten. In this range the correctness, as a function of window size w, indicated
the steepest gain. At the window size ten, w = 10, the correctness was approximately 41%—which
is significant. Then the recommendation correctness of the algorithm started saturating. The satu-
rating range is noticeable between the window size values of ten and twenty, w ∈ < 10,20 >. The
recommendation correctness at w = 20 was over 54%. The algorithm’s performance started sta-
bilizing from window size values greater than twenty. The performance gains in the window size
interval w ∈ < 20,30 > were relatively minor.

4.3 Practical Implications and Limitations

The results indicate that the appropriate size of the recommendation window is between ten and
twenty, w ∈ < 10,20 >. The performance of the algorithm in this range is around 50%, and the
number of recommended items is not excessive. In practice, this may be the suitable range for
window size. It represents a reasonable balance between the recommendation correctness and the
variety of choices. Expanding the recommendation window size beyond twenty is not justifiable



Behaviorally Founded Recommendation Algorithm for Browsing Assistance Systems 281

on the performance grounds. It does not offer a viable increase in recommendation correctness
given the extra choices. Depending on the implementation and application, it may also offset the
computational cost.

The range for the recommendation window (between ten and twenty) offers a sufficient space
for adjustability according to other characteristics of user interactions. The users with a short atten-
tion span may prefer less recommendations, whereas the more exploratory users may appreciate
more recommendations. The inpatient users may be well served by ten recommendations, while
the exploratory ones even twenty.

The recommendation window size adjustments may be managed by users, or by adaptive meth-
ods. The system can incorporate individual or user group profiles for adjusting the recommendation
window size. Naturally, this optionality is in practice strongly influenced by the target implementa-
tion, and by users themselves. If the automated and/or adaptive user profiling is applicable (given
privacy, legal, and other concerns), it may be a suitable functionality option. In practice, it is often
the best to provide users with the appropriate choices.

The presented browsing assistance system may be applicable more broadly than just within the
organizational intranet portals. Numerous web sites and other portals have similar characteristics.
It is reasonable to presume that behavior of their users displays similar features. Hence, the system
design and implementation can be transferable directly, or with minor adjustments.

The limiting aspect of the presented approach, in our opinion, is that it utilizes the most fre-
quent navigation points for generating and sampling the recommendation set. Human behavior in
electronic environments is characterized by the long tail distributions [32],[33]. The long tails may
extend to over 90% of the elements. This suggests that there is potentially a significant amount of
information in the long tails that can be explored. Combining the information extracted from the
long tails with the current approach may further improve the recommendation correctness of the
system.

5 Conclusions and Future Work

A novel recommendation algorithm for browsing assistance systems has been presented. The al-
gorithm provides recommendations on the desirable resources during the browsing interactions. It
benefits users by shortening the navigation paths and the browsing time. The algorithm is compu-
tationally efficient and scalable.

The recommendation algorithm utilizes a priori knowledge of human interactions in digital en-
vironments. The human browsing behavior is divided into the activity segments reflecting the com-
plexness and the temporal dynamics of the interactions. Sessions and subsequences are obtained.
The sessions represent larger segments comprising of smaller elemental segments—subsequences.
The initial navigation points of the subsequences—starters and the ending points—attractors are
the pages where users pay the greatest attention. The intermediate points are essentially transitional.
Users pass through them rapidly. Hence, the starters and attractors are the most appropriate naviga-
tion points for providing browsing assistance. The recommendation algorithm offers the selected
set of points constructed from the potentially desirable attractors and starters.

The algorithm has been evaluated on a real-world data of a large-scale organizational infor-
mation system. The primary users were skilled knowledge workers. The performance of the algo-
rithm was examined for varying size of the recommendation window–ranging from one to thirty.
The detected optimal range was between ten and twenty. The recommendation correctness of the
algorithm in this range was 50±5%. The algorithm indicated satisfactory performance.

The future work will target further improvements in the recommendation correctness. Two
initial dimensions shall be explored: personalization and mining the long tails of observed web
interaction attributes of users. The personalization domain presents an opportunity for utilizing the
observed behavior analytics to create behaviormetric user profiles. The profiles may be used for
generating and sampling the recommendation sets. More challenging task is mining the long tails.
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Information extracted from the long tails, in combination with the presented approach and user
profiling, may be beneficial for improving the assistance system both in terms of recommendation
correctness and user friendliness.
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Using Web Text Mining to Predict Future
Events: A Test of the Wisdom of Crowds
Hypothesis

Scott Ryan and Lutz Hamel

Abstract This paper describes an algorithm that predicts events by mining Internet data. A number
of specialized Internet search engine queries were designed to summarize results from relevant
web pages. At the core of these queries was a set of algorithms that embody the wisdom of crowds
hypothesis. This hypothesis states that under the proper conditions the aggregated opinion of a
number of non-experts is more accurate than the opinion of a set of experts. Natural language pro-
cessing techniques were used to summarize the opinions expressed from all relevant web pages.
The specialized queries predicted event results at a statistically significant level. It was hypothe-
sized that predictions from the entire Internet would outperform the predictions of a smaller num-
ber of highly ranked web pages. This hypothesis was not confirmed. These data replicated results
from an earlier study and indicated that the Internet can make accurate predictions of future events.
Evidence that the Internet can function as a wise crowd as predicted by the wisdom of crowds
hypothesis was mixed.

1 Introduction

This paper describes an extension of a system that predicts future events by mining Internet
data [14]. Mining Internet data is difficult because of the large amount of data available. It is
also difficult because there is no simple way to convert text into a form that computers can easily
process. In the current paper a number of search engine queries were crafted and the results were
counted in order to summarize the text of all of the web pages that are indexed by the Yahoo! search
engine. At first glance it may seem unwise to include the opinions of all writers, as opposed to the
opinions of experts only. The Internet is very open and anyone can write anything without having
credentials. It may seem better to rely on a smaller number of web pages that are well respected. A
recent book entitled The Wisdom of Crowds: Why the Many Are Smarter Than the Few and How

Collective Wisdom Shapes Business, Economies, Societies and Nations [16] draws on decades of re-
search in psychology and behavioral economics to suggest that, given certain assumptions, experts
give inferior answers when compared to the averaged answers of a large crowd.
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An excellent example of the accuracy of a large group occurs when one is trying to guess a
quantity, such as an individual’s weight or the number of jellybeans in a jar. One striking example
from Surowiecki [16] was a contest to guess the weight of an ox. There were approximately 800
guesses, and a scientist computed the average of all of the guesses. The average of the guesses was
1197 pounds, and the actual weight of the ox was 1198 pounds. This aggregate guess was better
than any of the 800 individual guesses. This demonstrates the idea behind the wisdom of crowds
hypothesis: The group as a whole can be very accurate even if no individual in the group is very
accurate. The core idea is that some people will be too high, others too low, but in the end these
biases will cancel out and an accurate measure will emerge.

Another obvious example of the wisdom of crowds is an open market. Many economists believe
that open markets, such as stock or commodities markets, are so accurate that it is impossible
to predict future prices. This is the well known “efficient market hypothesis” [12]. The efficient
market hypothesis states that because each market participant has some information about what
the price of an asset should be, when these people all participate in the market they combine their
information to discover the correct price. Because the group knows what the current price should
be, the asset cannot be overvalued or undervalued, so its future price cannot be determined.

It is important to note that a crowd is not always more accurate than an expert. Specific condi-
tions must be present [16]. If a great deal of expertise is required then the expert may outperform the
crowd. For example, if a decision about the result of a complex physics experiment were required,
an expert may outperform a large crowd. In a chess match, a world champion would probably beat
a random crowd of 1000 people that voted on every move. A crowd tends to be most wise when
it is similar to a random sample of a population. In statistics the idea of the random sample is that
if one randomly selects people from a population, one should get a diverse, representative group.
When a crowd is making a decision, in order to avoid bias, diversity of opinion is very important.
Each person should use some private information, even if it is only their personal interpretation of
publicly known facts. Another factor that tends to make the crowd wise is independence. If indi-
viduals’ opinions are determined by people around them, then the crowd may simply represent the
opinion of the most persuasive member.

The basic measure used to summarize web pages in the current study is counting results from
Internet search engines. Counting Internet search results has received little attention from the com-
puter science community. Most research has involved studying the relationship between merit and
the number of results returned by a Google search [3], [15]. Bagrow and his coauthors studied the
relationship between the number of publications a scientist has produced and the number of search
results that were returned by Google. A total of 449 scientists were randomly chosen from the fields
of condensed matter and statistical physics. The searches took the form of: “Author’s name” AND
“condensed matter” OR “statistical physics” OR “statistical mechanics”. The relationship between
the number of search results and the number of publications in an electronic archive was found to
be linear with an R squared of approximately 0.53. This result implies that there is a relationship
between the number of publications and the number of results retrieved from an Internet search
engine.

The study discussed in this paper is an extension of an earlier study that used the wisdom of
crowds hypothesis to mine Internet data [14]. The study used natural language processing tech-
niques to summarize the opinions expressed on all relevant web pages. The core of this summary
was a count of how many web pages made a given prediction. This system attempted to predict
economic indicators, sporting events, and elections. The hypothesis was that results from Internet
search queries would correlate with the results of the events studied. Algorithms based on compu-
tational linguistics were used to produce counts summarizing predictions. The counts were then
correlated with the actual results. For example, if most web pages expressed the opinion that the
New York Yankees would win the World Series, then the New York Yankees should win. For the
election and sporting event data, the web search results correlated significantly with the results of
the events. The economic data did not correlate significantly with the web counts, possibly because
the economic data was too dynamic to be predicted by web pages that did not change as quickly as
the economic data. The current study extends the predictions to other areas and replicates previous
results.
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2 Method

2.1 Hypotheses and Goals

The goal of this project is to apply the wisdom of crowds hypothesis to the Internet. The hypothe-
sis is that results from Internet search queries will correlate with the predictions of an open market
and with the results of the events at a level significantly greater than zero. A previous study [14]
attempted to predict sporting events, economic data, and U.S. elections. The current study will
replicate the sporting events data. There were no events comparable to the 2006 congressional and
gubernatorial elections, so these results were not replicated. The economic web results were not
correlated significantly with the actual results or market data, so there was no reason to attempt
to replicate the economic results. A great deal has been written recently concerning the Internet
and popular culture. With many people able to edit the Internet directly using sites such as mys-
pace.com, many individuals are able to express their opinions. Popular culture, by definition, will
be written about a great deal. Much has been written about the fact that more votes are cast for
reality show contestants than presidential candidates. With such a great deal of information avail-
able, we will be attempting to predict popular culture events. The popular culture events we are
attempting to predict are reality television program winners. These events were chosen because
they are popular culture contests that have a clear winner.

The general methodology used in this paper is to try to predict the outcome of events by count-
ing and integrating results from a series of Internet search queries. In all cases these search counts
will be compared to the actual results of the event being predicted. In the case of the results from
reality television programs and sporting events, the results will be compared to Internet betting
markets. The betting market prediction is often expressed in probabilities. For example, the counts
could be compared to the sports betting market, which will assign a certain team a higher probabil-
ity of winning an event such as the Super Bowl. The sports betting market, like most open markets,
is assumed by many to be efficient [11]. Therefore the web count prediction is unlikely to outper-
form or even perform equally to any market, but may be expected to make similar predictions.

The wisdom of crowds hypothesis makes a specific prediction. The prediction is not simply
that the crowd will be “accurate,” because that is very difficult to define operationally. The more
specific hypothesis is that under certain conditions the crowd will be wiser than a smaller number
of experts. To test this hypothesis, the first 20 search results were examined in order to determine
the opinion of the experts. This group of experts is referred to as the “web top 20.” In Internet
search, the results that are returned first are supposed to have a higher “page rank,” indicating more
expertise [7]. Therefore, these results may be representative of a small group of experts. The web
top 20 were compared to the results from the search of the entire Internet. If a large crowd is wiser
than a smaller number of experts, then the counts for the entire Internet should be more predictive
of an event than the counts for only the top 20 web sites. This hypothesis may be suspect because
the top Internet search results themselves are determined by all available web sites. Page rank is
mostly determined by how many web pages link to a given site [7]. Because of this the web top 20
may already incorporate the wisdom of the entire Internet. If that is the case then we would expect
a statistically significant correlation between the web counts measure and the web top 20 measure.
If the web top 20 is a measure of the wisdom of crowds rather than the experts, then this will not
be an adequate test of experts vs. crowd.

Because the algorithms used in this paper have a great deal of noise associated with them,
the hypothesis is that the web count predictions will outperform a chance level prediction at a
statistically significant level. Any predictions should be more accurate than a chance prediction
but certainly not close to 100% accuracy. In summary, the main hypothesis is that the correlations
between the Internet counts and the market data, and the correlations between the Internet counts
and the actual results, will be significantly greater than zero at the p < .05 level. A secondary
hypothesis is that the counts from the entire Internet should outperform the counts from only the
top 20 results.
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2.2 General Methodology

Web searches were performed with the Yahoo! search engine [24]. The Yahoo! search web ser-
vices API was used along with the Java programming language in order to automate the search
process [25]. One of the problems with counting Internet search results is that the dates of creation
for most web pages are not available [18]. To deal with this problem, searches were also performed
on the Yahoo! News website. Yahoo! News searches provide the exact date and time of the publi-
cation of each result [28]. The news searches gave results no more than one month old. It may be
suggested that if the news dates are so accurate, then only the news results should be used. Unfor-
tunately, the number of results from news searches is very low, so the general web search was used
in order to be assured that the number of results would not often be zero.

Other details of the methodology used are specific to the area that is being predicted.

2.3 The 2006 Congressional and Gubernatorial Elections

We attempted to predict the results of all of the U.S. Senate races, all of the gubernatorial races, and
all of the House of Representatives races considered “key races” by CNN [10]. We also attempted
to predict all of the House of Representatives races in the states with the seven largest number
of House seats: California, Texas, New York, Florida, Ohio, Pennsylvania, and Illinois. If CNN
reported a candidate as running unopposed then the race was not included in the study. The data was
taken from CNN websites [8], [9]. Two candidates were selected to be studied for each race. The
two candidates chosen were the ones most likely to win according to prediction market data [17].

The first part of making election predictions was determining which phrases to use in order to
determine that someone was expressing the idea that a candidate would win. For example, in the
case of Hillary Clinton, possible phrases could be “Clinton will win”, “Clinton will win the seat”,
or “Hillary Clinton will win the Senate seat.” More details on this process can be found in [14].
The two final phrases that were selected were simply “name will win” and “name will beat.” These
phrases allow for a large number of false positives, but the hope was that there would be enough
of a signal to be detected above the noise. Most of the work involved in determining the phrases
to be used was done manually because it could not be completely automated. In some cases entire
paragraphs needed to be read and understood in context in order to determine if the proposition
that a candidate would win was being expressed.

The nature of this elections counting system does not allow us to measure the web top 20 for
elections, because we are simply searching for counts of phrases such as “Clinton will win,” rather
than actually asking the question “Who will win the New York Senate race?”

2.4 Sporting Events and Reality Television Programs

The methodology for predicting sporting events and reality television programs was the same,
because in both cases one is trying to predict who will win a particular event. Automating the data
gathering for these events relied heavily on examples from the “question answering” literature [13].
The basic algorithm for predicting sporting and reality television contests is given in Fig. 1 below
and described further in [14]. Sample data is provided in Table 1. The first column of Table 1 is
the baseball team, followed by the probability of winning the World Series according to the sports
betting market, followed by the web and news counts, followed by the actual finishing position of
the team.
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Algorithm:

searchQuery = “will win” + targetEvent
for counter = 1 to 200

priorWords = three words prior to searchQuery
newPhrase = priorWords + searchQuery
parse newPhrase
properNounArray[counter]= firstProperNoun(newPhrase)
end for

get all unique properNouns
for each uniqueProperNoun + searchQuery
nounCountArray = count of web search results

end for

nounCountMax = maximum(nounCountArray)
for each nounCount
if (nounCount < 1000 and nounCount < 0.01 * nounCountMax)

delete nounCount from nounCountArray
end if

end for

result = nounCountArray

Fig. 1 Basic algorithm for predicting sporting and reality television contests

Table 1 Sample data for the World Series winner

Team Market Probability Web News Finishing Position

NY YANKEES 0.50 2580 2 5
NY METS 0.20 328 1 3
MIN TWINS 0.10 0 1 5
SD PADRES 0.09 0 0 5

The basic algorithm for determining the counts of the top 20 ranked web sites is given in Fig. 2
and described in the following paragraphs. The algorithm is similar to the one described previously
for determining the web counts.

This algorithm starts with a search phrase such as “will win the Super Bowl.” It then searches
through all of the results until 20 proper nouns have been found, and counts each instance of a
proper noun. The results will not simply be the top 20 search results, but the top 20 that specifically
mention a proper noun. Theoretically it could take hundreds of results to get 20 proper nouns. The
output is similar to the output for the sports algorithm for the entire Internet.

The sporting events that were predicted are described in [14]. The reality television pro-
grams that were predicted were “The Bachelor,” “America’s Next Top Model,” “The Amazing
Race,” “The Biggest Loser,” “Dancing With the Stars,” “Survivor: Cook Island,” and “Project Run-
way.” All of these shows aired between August and December of 2006. Results were taken from
Wikipedia [23], [22] and ABC.com [1]. Results were based on when individuals were eliminated
from the contests. Along with attempting to predict the results of the programs, there was an at-
tempt to predict the probabilities of winning based on the betting markets. The probabilities of
winning were taken from Bodog.com [5].
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Algorithm:

searchQuery = “will win” + targetEvent
counter = 0

while counter < 20

priorWords = three words prior to searchQuery
newPhrase = priorWords + searchQuery
parse newPhrase
if (newPhrase contains a proper noun)

counter++
if ( nounCountArray contains properNoun)

increment nounCountArray[properNoun position]
else

add properNoun to nounCountArray
end if

end if

end while

result = nounCountArray

Fig. 2 Basic algorithm for determining the counts of the top 20 ranked web sites

2.5 Movie Box Office Receipts and Music Sales

The methodology for predicting music sales and movie box office receipts is very similar and
therefore the two processes are described together. This methodology is the most simple and most
subject to noise. The test is simply whether the mere mention of a movie or music album will
make it more likely to be successful. By its nature this data does not have any consensus or market
prediction to use as a comparison, and it also is not amenable to the format of gauging the top 20
results. Therefore the only comparison will be to the actual album and movie sales. The hypothesis
is that the movie and album web result counts will be correlated with their sales.

For movies, the Yahoo! Movies website [26] was searched to determine which movies that were
opening in “wide release.” These searches were done on Monday in order to predict the movies
that were starting on the following Wednesday or Friday. Unfortunately the Yahoo! Search API is
limiting in that it cannot combine phrases in quotes with other words, such as “Casino Royale” +
movie. Therefore the search queries used were simply the movie name in quotes. The names of
the movies were searched and the results were counted for the web in general and the news for the
month. Table 2 displays sample movie data.

Table 2 Sample movie count data

Movie Web News

Casino Royale 7,240,000 1,427
Happy Feet 4,390,000 517
Let’s Go To Prison 3,750,000 66

The relationship between the web and news counts and the amount of money generated by the
movies in the opening weekend were studied. The box office money intake was taken from the
Yahoo! Movies website [27].
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For music albums, the “Amazon.com: New and Future Releases: Music” website [2] was used
to determine which albums were being released. The albums were converted into the form album

artist, such as “There Is A Season The Byrds.” These queries were then searched and the numbers
of results were counted for the web in general and the news results. The relationship between the
web and the news counts and the appearance on the Billboard 200 [4] chart ranking the week after
the release was studied. Only the finishers ranking in the top 10 of the Billboard 200 were noted.
All data was collected weekly from September 23, 2006 until January 21, 2007.

2.6 Replication

In order to further test the techniques used in the prior sections, more data was gathered after all of
the preceding data had been analyzed. The new data was analyzed in the same way as the previous
data had been analyzed. This paradigm is similar to that used in data mining. In data mining one
often trains a model on a certain dataset and then tests the model on another dataset. Replication
is also important because it is an integral part of the scientific process. For the sports and reality
television contests, only the market data, as opposed to the actual results, were predicted. Using
the market data allowed us to analyze the data immediately rather than waiting for all of the events
to actually occur.

The sports results analyzed were the NBA finals of professional basketball, the Stanley Cup
championship of professional hockey, and the national championship of college basketball. All of
these events were from 2007. The queries used were: “will win the NBA finals,” “will win the
Stanley Cup,” and “will win the NCAA tournament.” There was a greater challenge with these
sports data than with the earlier sports data because there is no popular name for the NBA finals
or the NCAA tournament. This is in contrast to the earlier events predicted; the World Series, the
Super Bowl, and the BCS. All of these queries were searched on March 14, 2007. The betting odds
were taken from VegasInsider.com [19], [21], [20].

The reality television programs that were predicted in this replication test were the versions of
“American Idol” and “The Apprentice” that were in progress during March, 2007. The data was
sampled on March 14, 2007. The betting odds were taken from Bodog.com [6].

The replicated movie and music data were taken weekly between January 29, 2007 and March
12, 2007.

3 Results and Discussion

3.1 The 2006 Congressional and Gubernatorial Elections

Table 3 displays the correlations between the news and web results and the outcomes of the con-
gressional and gubernatorial elections. The “corr.” column indicates the correlation between the
results and measure named in the first row. The “N” column is the number of observations, and the
last two columns are the 95% upper and lower limits of the confidence interval for the correlations.

The idea behind these correlations is that if a great deal of web pages made a prediction, then
the event should occur, and the market should assign a high probability to the event occurring. All
of the results confirmed the primary hypothesis. The correlations are significantly different from
zero, because the confidence intervals do not include zero. As seen in the row labeled “market,”
the correlation was highest between the market probabilities and the actual events.

Earlier it was mentioned that there was a great deal of noise in the queries that were used
to test whether a candidate would win. In order to lessen this noise, the top 50 search results
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Table 3 Predicting event results and market probabilites

Corr. N 95% c.i. lower 95% c.i. upper

Election Results

Web 0.27 478 0.19 0.35
News 0.18 158 0.02 0.32
Market 0.89 162 0.85 0.92
Election Market

Web 0.49 162 0.36 0.60
News 0.33 80 0.12 0.51

were examined manually to determine which ones referred to winning the election and which
ones did not. There were 495 searches done. Examining 50 results from each would result in
24,750 manual examinations. Rather than doing all of these examinations, the results were broken
down by the total number of search results into deciles. The results were broken down by the total
number of search results because it was expected that the candidates with the highest number of
search results would contain the most noise. For each of these deciles, the three candidates whose
number of search results was closest to the averages of each of the deciles were examined. Table 4
displays the name of the candidate, the total number of web search results, the number of results
that correctly expressed the opinion that the candidate would win, the number of results examined,
and the percentage that correctly expressed the opinion that the candidate would win.

The correlation between the total results and the percentage correct was -0.56, which was sta-
tistically significant. This confirmed the hypothesis that those with higher counts had more false
positives. For example, “Johnson will win” often referred to a boxer winning a fight or a driver
winning a race, “White will win” often referred to the “white” color in chess winning the match,
and “Clinton will win” referred to Hillary Clinton winning the 2008 presidential nomination. An
examination of the data indicated that there was a large increase in accuracy at the count of 26.
The accuracy of the decile representing a result count of 26 or lower was 0.87. The accuracy of the
deciles above 26 was 0.35. The value at the midpoint of this decile and the one above, which was
41, was also tested. The average value of the percentage correct for result counts below 41 was
0.89. The average value of the percentage correct for result counts 41 or above was 0.34. Therefore
the noise for the results below 41 was less than the noise of the results 41 or above. With less noise
present, we expected to have more accurate predictions when examining only the candidates with
result counts below 41.

Table 5 displays the correlations between the web measures and the election results and the
election prediction market including races in which both candidates had result counts less than or
greater than 41.

For the market data and the actual results, there was a marginally statistically significant dif-
ference between those with a count above 41 and those with a count below or equal to 41. As
predicted, eliminating some of the noise in the election data led to an improvement in accuracy.

3.2 Sporting Events and Reality Television Programs

Table 6 displays the correlations between the news and web results and the outcomes of sporting
and reality television contests.

The correlations for the sports results are negative because those with the highest counts should
have the lowest position; for example first place is considered position number one. For the real-
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Table 4 Percent correctly identifying candidate

Name Web Count Number Correct Sample Prob. Correct

Johnson 1,815 0 50 0
White 1,856 0 50 0
Clinton 1,858 2 50 0.04
Roberts 455 0 50 0
Menendez 454 47 50 0.94
Rounds 491 0 50 0
Ehrlich 199 38 50 0.76
Massa 197 9 50 0.18
Cardin 195 50 50 1
Courtney 101 9 40 0.23
Palin 100 31 35 0.89
Shannon 100 0 38 0
Bean 56 16 30 0.53
Sweeney 54 22 30 0.73
Roth 54 0 20 0
Akaka 39 20 20 1
Giffords 40 27 27 1
Snowe 40 33 33 1
Kuhl 27 15 17 0.88
Roskam 26 14 16 0.88
Pombo 26 35 35 1
Lantos 10 4 4 1
Farr 10 0 4 0
Melancon 10 16 16 1
Bilirakis 4 3 3 1
Tubbs-Jones 4 3 3 1
Lipinski 4 2 3 0.67
LaTourette 1 2 2 1
Regula 1 2 2 1
Altmire 1 4 4 1

Table 5 Predicting event results and market probabilites

Corr. N 95% c.i. lower 95% c.i. upper

Election results

<= 41 Web 0.46 124 0.30 0.58
> 41 Web 0.19 354 0.08 0.30
Market data

<= 41 Web 0.79 20 0.53 0.91
> 41 Web 0.44 142 0.30 0.56
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Table 6 Predicting event results and market probabilites

Corr. N 95% c.i. lower 95% c.i. upper

Sports Results

Web -0.38 119 -0.52 -0.21
News -0.29 119 -0.45 -0.12
Web Top 20 -0.48 119 -0.61 -0.33
Market -0.62 119 -0.72 -0.50
Sports Market

Web 0.55 119 0.41 0.66
News 0.47 119 0.32 0.60
Web Top 20 0.44 119 0.29 0.58
Replicated Sports Market

Web 0.26 64 0.01 0.47
News 0.41 64 0.18 0.60
Web Top 20 0.41 64 0.18 0.60
Reality Television Results

Web -0.45 13 -0.80 0.13
Web Top 20 -0.59 13 -0.86 -0.06
Market -0.84 13 -0.95 -0.55
Reality Television Market

Web 0.56 13 0.01 0.85
Web Top 20 0.75 13 0.34 0.92
Replicated Reality TV Market

Web 0.88 12 0.62 0.97

ity television programs, all of the news counts were zero, so the news correlations could not be
computed.

All of the results confirmed the primary hypothesis, which was that the various web count mea-
sures would predict the event results. The correlations for the sports and reality television contests
were significantly different from zero. As seen in the rows labeled “market,” the correlations were
highest between the market probabilities and the actual events. The results all replicated success-
fully, with all of the replicated web and news counts significantly greater than zero.

Contrary to our secondary hypothesis, the web top 20 count correlation was slightly higher
than the web count in 4 out of 5 cases, although not significantly higher. Because the confidence
intervals overlapped, there is no direct evidence that the web top 20 outperformed the entire web.
It was mentioned in the Methodology section that the web top 20 and the web counts may actually
be measuring similar phenomena, because the web top 20 already incorporated information from
the entire web. There was evidence that this was the case. The correlations between the web counts
and the web top 20 were 0.68 (sports), 0.77 (sports replication) and 0.94 (reality). This is evidence
that the web top 20 already incorporates some of the information available on the rest of the web.

3.3 Movie and Music Album Results

In order to eliminate some of the noise in the movie and music data, if the web count was over
5 million for the movies or 50,000 for the music albums then the top 50 results were inspected
manually in order to determine how many of the results actually referred to the movie. This sample
was used to determine the signal to noise ratio. If most of the observations from this sample did
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not refer to the movie, then many of the total results may not have referred to the movie. If the
number of correct movie mentions was below 40 out of 50, then the data was excluded. This same
technique was used in the replication phase to test whether this technique was valid and not simply
a post-hoc overfitting.

Table 7 displays the correlation between the web and news month search result counts and the
amount of money generated in the first weekend of a movie’s release.

Table 7 Correlation between movie web counts and money earned

Corr. N 95% c.i. lower 95% c.i. upper

Original

Web 0.40 36 0.08 0.65
News 0.26 36 -0.07 0.54
Replication

Web 0.69 12 0.19 0.91
News 0.66 12 0.14 0.90

The web count data was a statistically significant predictor of box office success because the
confidence interval for the correlation does not include zero. The correlation for the news was
positive but not significantly greater than zero. The correlations for the replication were even higher
than the original correlations and further indicated that the counts were significant predictors of
movie success.

Table 8 displays the correlation between the web and news month search counts and the position
of the album on the billboard 200 chart.

Table 8 Correlation between movie web counts and money earned

Corr. N 95% c.i. lower 95% c.i. upper

Original

Web -0.45 93 -0.60 -0.27
News -0.54 93 -0.67 -0.38
Replication

Web -0.50 56 -0.67 -0.27
News -0.51 56 -0.68 -0.29

These correlations are negative because a lower position is more indicative of success. For
example, chart position number one is the best seller. These results indicate that the web count and
news month data are statistically significant predictors of the position of an album on the Billboard
200 charts because the confidence intervals for the correlations do not include zero.

Overall these results are similar to those for the movies. The relationship between the counts
and the success of the albums is somewhat strong. The replication correlations were significantly
greater than zero.
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4 Conclusion

The evidence collected for this project indicates that the Internet can be used to make predictions
that are more accurate than chance levels. The web search results and the news search results
correlated significantly with the actual results and the market data. The highest correlations were
between the market predictions and the actual events, which is a confirmation of the wisdom of
crowds hypothesis and the efficient market hypothesis.

The hypothesis that the predictions of the entire web would outperform the predictions of the
top 20 web sites was not supported, and there was mild evidence that the web top 20 outperformed
the entire web. The general prediction of the wisdom of crowds is that a “large” crowd will out-
perform a “small” number of experts. It could be the case in the current study that 20 experts
represented a large enough crowd to contain the aggregating advantages of a crowd. It is possible
that a slightly large number of experts is better than an even larger number of non-experts, which
is in contradiction to the wisdom of crowds. The current study does not support all of the facets of
the wisdom of crowds hypothesis. However, the Method section of this paper reviewed evidence
that the wisdom of crowds is actually used to choose the top web sites. Therefore, the wisdom of
crowds may already be represented by the web top 20. Given the results of this paper, the evidence
that the Internet conforms well to the wisdom of crowds hypothesis is mixed. This research indi-
cates that a new hypothesis may be tested. The hypothesis would be that the top 50% of websites
on a given topic are the most accurate, followed by all of the websites on a given topic, followed
by the single top website on a given topic.

There is a great deal of other future work that could be done in this research area. Future
research could further automate and generalize the techniques used in this paper. More specific
queries could be used, and more advanced computational linguistics techniques could eliminate
some of the false positives and false negatives that were encountered in the searches. The tech-
niques that were used could also be used in a more general manner, predicting the outcomes of a
large number of different events.

Although this data has told us a great deal about how the Internet can be mined to make predic-
tions, it tells us even more about the Internet’s reliability. Because the Internet, or at least a small
subset of the Internet, appears to be able to operate as an efficient market and a wise crowd, it tells
us that the Internet shares some of the traits of a wise crowd. First, it tells us is that the opinions on
the Internet are diverse. Second, it tells us that the opinions on the Internet are independent of other
opinions. Finally, and most importantly, it tells us that the Internet as a whole appears to contain
accurate information that can be used to predict future events.
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Avoiding Attribute Disclosure with the
(Extended) p-Sensitive k-Anonymity Model

Traian Marius Truta and Alina Campan

Abstract Existing privacy regulations together with large amounts of available data created a huge
interest in data privacy research. A main research direction is built around the k-anonymity prop-
erty. Several shortcomings of the k-anonymity model were addressed by new privacy models such
as p-sensitive k-anonymity, l-diversity, (α,k)-anonymity, t-closeness, etc. In this paper we describe
two algorithms (GreedyPKClustering and EnhancedPKClustering) for generating (extended) p-
sensitive k-anonymous microdata. In our experiments, we compare the quality of generated micro-
data obtained with the mentioned algorithms and with another existing anonymization algorithm
(Incognito). Also, we present two new branches of p-sensitive k-anonymity, the constrained p-
sensitive k-anonymity model and the p-sensitive k-anonymity model for social networks.

1 Introduction

The increased availability of individual data, combined with today’s significant computational
power and the tools available to analyze this data, have created major privacy concerns not only for
researchers but also for the public [16] and legislators [3]. Privacy has become an important aspect
of regulatory compliance, and the ability to automate the privacy enforcement procedures would
lead to reduced cost for enterprises. Policies must be developed and modeled to describe how data
has to be stored, accessed, manipulated, processed, managed, transferred and eventually deleted
in any organization that stores confidential data. Still, many of these aspects of data management
have not been rigorously analyzed from a privacy perspective [15].

Data privacy researchers have presented several techniques that aim to avoid the disclosure of
confidential information by processing sensitive data before public release ([1] [23] etc.). Among
them, the k-anonymity model was recently introduced ([18] [19]). This model requires that in the
released (also referred as masked) microdata (datasets where each tuple belongs to an individual
entity, e.g. a person, a company) every tuple will be undistinguishable from at least k-1 other tuples
with respect to a subset of attributes called key or quasi-identifier attributes.
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Although the model’s properties and the techniques used to enforce it on data have been ex-
tensively studied ([2] [5] [10] [18] [20] etc.), recent results have shown that k-anonymity fails
to protect the privacy of individuals in all situations ([13] [21] [24] etc.). New enhanced privacy
models have been proposed in the literature to deal with k-anonymity’s limitations with respect
to sensitive attributes disclosure [9]. These models include: p-sensitive k-anonymity [22] with its
expansion called extended p-sensitive k-anonymity [6], l-diversity [13], (α , k)-anonymity [24],
t-closeness [12], m-confidentiality [25], personalized anonymity [26], etc.

In this paper we describe two algorithms, called GreedyPKClustering [7] and EnhancedP-

KClustering [22], that anonymize a microdata set such that its released version will satisfy
p-sensitive k-anonymity. We tailored both algorithms to also generate extended p-sensitive k-
anonymous microdata. We compare the results obtained by our algorithms with the results pro-
duced by the Incognito algorithm [10], which was adapted to generate p-sensitive k-anonymous
microdata.

Additionally, new branches developed out of the p-sensitivity k-anonymity model are presented.
The first of these two new extensions, called the constrained p-sensitive k-anonymity model, allows
quasi-identifiers generalization boundaries to be specified and p-sensitive k-anonymity is achieved
within the imposed boundaries. This model has the advantage of protecting against identity and
attribute disclosure, while controlling the microdata modifications within allowed boundaries. The
other new p-sensitive k-anonymity extension targets the social networks field. A social network
can be anonymized to comply with p-sensitive k-anonymity model, and this model will provide
protection against disclosure of confidential information in social network data.

The paper is structured as follows. Section 2 presents the p-sensitive k-anonymity model, the
extended p-sensitive k-anonymity model, and the anonymization algorithms. Section 3 contains an
extensive set of experiments. The new branches of p-sensitive k-anonymity model are defined in
Section 4. This paper ends with conclusions and future work directions (Section 5).

2 Privacy Models and Algorithms

2.1 The p-Sensitive k-Anonymity Model and its Extension

P-sensitive k-anonymity is a natural extension of k-anonymity that avoids several shortcomings of
this model [21]. Next, we present these two models.

Let I M be the initial dataset (called initial microdata). I M is described by a set of attributes
that are classified into the following three categories:

• I1, I2,. . . , Im are identifier attributes such as Name and SSN that can be used to identify a record.
• K1, K2,. . . , Kq are key or quasi-identifier attributes such as ZipCode and Sex that may be known

by an intruder.
• S1, S2,. . . , Sr are confidential or sensitive attributes such as Diagnosis and Income that are

assumed to be unknown to an intruder.

In the released dataset (called masked microdata and labeled M M ) only the quasi-identifier
and confidential attributes are preserved; identifier attributes are removed as a prime measure for
ensuring data privacy. In order to rigorously and succinctly express the k-anonymity property, we
use the following concept:

Definition 0.1 (QI-cluster). Given a microdata, a QI-cluster consists of all the tuples with identical
combination of quasi-identifier attribute values in that microdata.

We define k-anonymity based on the minimum size of all QI-clusters.
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Definition 0.2 (k-anonymity property). The k-anonymity property for a M M is satisfied if every
QI-cluster from M M contains k or more tuples.

Unfortunately, k-anonymity does not provide the amount of confidentiality required for every
individual ([12] [18] [21]). K-anonymity protects against identity disclosure [8] but fails to protect
against attribute disclosure [8] when all tuples of a QI-cluster share the same value for one sensitive
attribute [18].

The p-sensitive k-anonymity model considers several sensitive attributes that must be protected
against attribute disclosure. It has the advantage of simplicity and allows the data owner to cus-
tomize the desired protection level by setting various values for p and k.

Definition 0.3 (p-sensitive k-anonymity property). A M M satisfies the p-sensitive k-anonymity

property if it satisfies k-anonymity and the number of distinct values for each confidential attribute
is at least p within every QI-cluster from M M .

To illustrate this property, we consider the masked microdata from Table 1 where Age and
ZipCode are quasi-identifier attributes, and Diagnosis and Income are confidential attributes.

Table 1 Masked microdata example for p-sensitive k-anonymity property.

Age ZipCode Diagnosis Income

20 41099 AIDS 60,000
20 41099 AIDS 60,000
20 41099 AIDS 40,000
30 41099 Diabetes 50,000
30 41099 Diabetes 40,000
30 41099 Tuberculosis 50,000
30 41099 Tuberculosis 40,000

This masked microdata satisfies the 3-anonymity property with respect to Age and ZipCode.
The first QI-cluster (the first three tuples in Table 1) has two different incomes (60,000 and 40,000),
and only one diagnosis (AIDS): therefore, the highest value of p for which p-sensitive 3-anonymity
holds is 1. As a result, an intruder who searches information about a young person in his twenties
that lives in zip code area 41099 will discover that the target entity suffers from AIDS, even if he
doesn’t know which tuple in the first QI-cluster corresponds to that person. This attribute disclosure
problem can be avoided if one of the tuples from the first QI-cluster would have a value other than
AIDS for the Diagnosis attribute. In this case, both QI-clusters would have two different illnesses
and two different incomes, and, as a result, the highest value of p would be 2.

P-sensitive k-anonymity can not be enforced on any given I M , for any p and k. Two necessary
conditions to generate a masked microdata with p-sensitive k-anonymity property are presented in
[22].

This privacy model has a shortcoming related to the ”closeness” of the sensitive attribute values
within a QI-cluster. To present this situation, we consider the value generalization hierarchy for a
sensitive attribute as defined by Sweeney [19]. We use such a hierarchy for the sensitive attribute
Illness in the following example. We consider that the information that a person has cancer (not a
leaf value in this case) needs to be protected, regardless of the cancer type she has (colon cancer,
prostate cancer, breast cancer are leaf nodes in this generalization hierarchy). If the p-sensitive k-
anonymity property is enforced for the released microdata, it is possible that for one QI-cluster all
of the Illness attribute values to be descendants of the cancer node, therefore leading to disclosure.
To avoid such situations, the extended p-sensitive k-anonymity model was introduced [6].

We use the notation HS to represent the value generalization hierarchy for the sensitive attribute
S. We assume that the data owner has the following requirements in order to release a masked
microdata:
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• All ground (leaf) values in HS must be protected against disclosure.
• Some non-ground values in HS must be protected against disclosure.
• All the descendants of a protected non-ground value in HS must also be protected.

The following definitions allow us to rigorously define the extended p-sensitive k-anonymity
property.

Definition 0.4 (strong value). A protected value in the value generalization hierarchy HS of a
confidential attribute S is called strong if none of its ascendants (including the root) is protected.

Definition 0.5 (protected subtree). We define a protected subtree of a hierarchy HS as a subtree in
HS that has as root a strong protected value.

Definition 0.6 (extended p-sensitive k-anonymity property). The masked microdata M M satis-
fies extended p-sensitive k-anonymity property if it satisfies k-anonymity and, for each QI-cluster
from M M , the values of each confidential attribute S within that group belong to at least p different
protected subtrees in HS.

At a closer look, extended p-sensitive k-anonymity is equivalent to p-sensitive k-anonymity
where the confidential attributes values are generalized to their first protected ancestor starting from
the hierarchy root (their strong ancestor). Consequently, in order to enforce extended p-sensitive
k-anonymity to a dataset, the following two-steps procedure can be applied:

• Each value of a confidential attribute is generalized (temporarily) to its strong ancestor.
• Any algorithm which can be used for p-sensitive k-anonymization is applied to the modified

dataset. In the resulted masked microdata the original values of the confidential attributes are
restored.

The microdata obtained following these steps satisfy the extended p-sensitive k-anonymity
property. Due to this procedure, the algorithms from the next section refer only to p-sensitive k-
anonymity. In the experiments related to the extended model, we applied the above mentioned
procedure.

2.2 Algorithms for the p-Sensitive k-Anonymity Model

Besides achieving the properties required by the target privacy model (p-sensitive k-anonymity or
its extension), anonymization algorithms must also consider minimizing one or more cost mea-
sure. We know that optimal k-anonymization is a NP-hard problem [2]. By simple reduction to
k-anonymity, it can be easily shown that p-sensitive k-anonymization is also a NP-hard problem.
The algorithms we will describe next are good approximations of the optimal solution.

The microdata p-sensitive k-anonymization problem can be formulated as follows:

Definition 0.7 (p-sensitive k-anonymization problem). Given a microdata I M , the p-sensitive k-
anonymization problem for M M is to find a partition S = {cl1,cl2, . . . , clv} of I M , where cl j ∈
I M , j = 1..v, are called clusters and:

⋃v
j=1 cl j = I M ; cli ∩ cl j = /0, i, j = 1..v, i 6= j; |cl j| ≥ k and

cl j is p-sensitive, j = 1..v; and a cost measure is optimized.

Once a solution S to the above problem is found for a microdata I M , a masked microdata M M
that is p-sensitive k-anonymous is formed by generalizing the quasi-identifier attributes of all tuples
inside each cluster of S to the same values. The generalization method consists in replacing the
actual value of an attribute with a less specific, more general value that is faithful to the original
[19].

We call generalization information for a cluster the minimal covering tuple for that cluster, and
we define it as follows.



Avoiding Attribute Disclosure with the (Extended) p-Sensitive k-Anonymity Model 305

Definition 0.8 (generalization information). Let cl = {r1,r2, . . . ,rq} ∈ S be a cluster, KN =
{N1,N2, . . . ,Ns} be the set of numerical quasi-identifier attributes and KC = {C1,C2, . . . ,Ct} be
the set of categorical quasi-identifier attributes. The generalization information of cl, w.r.t. quasi-
identifier attribute set K = KN ∪KC is the ”tuple” gen(cl), having the scheme K , where:

• For each categorical attribute C j ∈ K , gen(cl)[C j] = the lowest common ancestor in HC j
of

{r1[C j], . . . ,rq[C j]}, where HC denotes the hierarchies (domain and value) associated to the
categorical quasi-identifier attribute C;

• For each numerical attribute N j ∈ K , gen(cl)[N j] = the interval [min{r1[N j], . . . , rq[N j]},
max{r1[N j], . . . ,rq[N j]}].

For a cluster cl, its generalization information gen(cl) is the tuple having as value for each quasi-
identifier attribute the most specific common generalized value for all the attribute values from cl.
In M M , each tuple (its quasi-identifier part) from the cluster cl will be replaced by gen(cl), and
thus forming a QI-cluster.

There are several possible cost measures that can be used as optimization criterion for the p-
sensitive k-anonymization problem ([4] [5] etc.). A simple cost measure is based on the size of
each cluster from S . This measure, called discernability metric (DM) [4] assigns to each record x

from I M a penalty that is determined by the size of the cluster containing x:

DM(S) =
v

∑
j=1

|cl j|2. (1)

LeFevre introduced the alternative measure called normalized average cluster size metric

(AV G) [11]:

AV G(S) =
n

v · k , (2)

where n is the size of the I M , v is the number of clusters, and k is as in k-anonymity. It is easy
to notice that the AV G cost measure is inversely proportional with the number of clusters, and
minimizing AV G is equivalent to maximizing the total number of clusters.

Another cost measure described in the literature is the information loss (IL) caused by general-
izing each cluster to a common tuple [5].

While k-anonymity is satisfied for each individual cluster when its size is k or more, the p-
sensitive property is not so obvious to achieve. For this, two diversity measures that quantify, with
respect to sensitive attributes, the diversity between a tuple and a cluster and the homogeneity of a

cluster were introduced [22].
The GreedyPKClustering algorithm is briefly described below. A complete presentation includ-

ing a pseudocode-like algorithm can be found in [7].
The QI-clusters are formed one at a time. For forming one QI-cluster, a tuple in I M not

yet allocated to any cluster is selected as a seed for the new cluster. Then the algorithm gathers
tuples to this currently processed cluster until it satisfies both requirements of the p-sensitive k-
anonymity model. At each step, the current cluster grows with one tuple. This tuple is selected, of
course, from the tuples not yet allocated to any cluster. If the p-sensitive part is not yet satisfied
for the current cluster, then the chosen tuple is the one most probable to enrich the diversity of
the current cluster with regard to the confidential attributes values. This selection is made by the
diversity measure between a tuple and a cluster. If the p-sensitive part is already satisfied for every
confidential attribute, then the least different or diverse tuple (w.r.t. the confidential attributes) of the
current cluster is chosen. This selection is justified by the need to spare other different confidential
values, not present in the current cluster, in order to be able to form as many as possible new
p-sensitive clusters. When a tie happens, i.e. multiple candidate tuples exist conforming to the
previous selection criteria, then the tuple that minimizes the cluster’s IL growth will be preferred.

It is possible that the last constructed cluster will contain less than k tuples or it will not satisfy
the p-sensitivity requirement. In that case, this cluster needs to be dispersed between the previously
constructed groups. Each of its tuples will be added to the cluster whose IL will minimally increase
by that tuple addition. At the end, a solution for p-sensitive k-anonymity problem is found.
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The EnhancedPKClustering algorithm is an alternative solution for the p-sensi-tive k-anonymization
problem. It considers AV G (or the partition cardinality) that has to be maximized as the cost mea-
sure. Its complete presentation can be found in [22].

This algorithm starts by enforcing the p-sensitive part using the properties proved for the p-
sensitive k-anonymity model [22]. The tuples from I M are distributed to form p-sensitive clus-
ters with respect to the sensitive attributes. After p-sensitivity is achieved, the clusters are further
processed to satisfy k-anonymity requirement as well. A more detailed description of how the
algorithm proceeds follows.

In the beginning, the algorithm determines the p-sensitive equivalence classes [22], orders the
attributes based on the harder to make sensitive relation [22], and computes the value iValue that
divides the p-sensitive equivalence classes into two categories: one with less frequent values for
the hardest to anonymize attribute and one with more frequent values. Now, the QI-clusters are
created using the following steps:

• First, the tuples in the least frequent category of p-sensitive equivalence classes are divided
into maxClusters clusters (maximum possible number of clusters can be computed in advance
based on frequency distributions of sensitive attributes [21]) such that each cluster will have
iValue tuples with unique values within each cluster for the harder to make sensitive attribute
[22].

• Second, the remaining p-sensitive equivalence classes are used to fill the clusters such that each
of them will have exactly p tuples with p distinct values for S1.

• Third, the tuples not yet assigned to any cluster are used to add diversity for all remaining
sensitive attributes until all clusters are p-sensitive. If no tuples are available, some of the less
diverse (more homogenous) clusters are removed and their tuples are reused for the remaining
clusters. At the end of this step all clusters are p-sensitive.

• Fourth, the tuples not yet assigned to any cluster are used to increase the size of each cluster to
k. If no tuples are available, some of the less populated clusters are removed and their tuples
are reused for the remaining clusters. At the end of this step all clusters are p-sensitive k-
anonymous.

Along all the steps, when a choice is to be made, one or more optimization criteria are used
(diversity between a tuple and a cluster, and increase in information loss).

While both of these algorithms achieve the p-sensitive k-anonymous datasets, their approach
is different. GreedyPKClustering is an extension of the greedy k member clustering [6], a cluster-
ing algorithm used for k-anonymity, and Enhanced-PKClustering is a novel algorithm that takes
advantage of the p-sensitive k-anonymi-ty model properties and does not have an equivalent for
k-anonymity only.

3 Experimental Results

3.1 Experiments for p-sensitive k-anonymity

In this section we compare the performance of EnhancedPKClustering, Greedy-PKClustering, and
an adapted version of Incognito [10].

The first two algorithms are explained in the previous section, and Incognito is the first efficient
algorithm that generates a k-anonymous dataset. This algorithm finds a full-domain generaliza-
tion that is k-anonymous by creating a multi-domain generalization lattice for the domains of the
quasi-identifiers attributes. Starting with the least general domain at the root of the lattice, the algo-
rithm performs a breadth-first search, checking whether each generalization encountered satisfies
k-anonymity. This algorithm can be used to find a single (weighted) minimal generalization, or it
can be used to find the set of all k-anonymous minimal domain generalizations [10]. We easily
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adapted this algorithm by testing for p-sensitive k-anonymity (instead of k-anonymity) at every
node in the generalization lattice.

All three algorithms have been implemented in Java, and tests were executed on a dual CPU
machine running Windows 2003 Server with 3.00 GHz and 1 GB of RAM.

A set of experiments has been conducted for an I M consisting of 10,000 tuples randomly
selected from the Adult dataset [17]. In all the experiments, we considered age, workclass, marital-

status, race, sex, and native-country as the set of quasi-identifier attributes; and education-num, ed-

ucation, and occupation as the set of confidential attributes. Among the quasi-identifier attributes,
age was numerical, and the other five attributes were categorical. The value generalization hier-
archies of the quasi-identifier categorical attributes were as follows: for work-class, race, and sex

two-level hierarchies (i.e. ground level and root level); for marital-status a three-level hierarchy;
and for native-country a four-level hierarchy. The value hierarchy for the native-country quasi-
identifier attribute, the most complex among the hierarchies for all our quasi-identifiers, is depicted
in Fig. 1.

Fig. 1 The value hierarchy for the quasi-identifier categorical attribute Country.

P-sensitive k-anonymity was enforced in respect to all 6 quasi-identifier attributes and all 3
confidential attributes. Fig. 2 and Fig. 3 show comparatively the AV G and DM values of the three
algorithms, EnhancedPKClustering, GreedyPKClustering, and Incognito, produced for p = 3, re-
spectively p = 10, and different k values. As expected, the results for the first two algorithms
clearly outperform Incognito results in all cases. We also notice that EnhancedPKClustering is
able to improve the performances of the GreedyPKClustering algorithm in cases where solving the
p-sensitivity part takes prevalence over creating clusters of size k.

Fig. 2 AV G and DM for EnhancedPKClustering, GreedyPKClustering, and Incognito, p=3 and k

variable.
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Fig. 4 shows the time required to generate the masked microdata by all three algorithms, for
p = 3, respectively p = 10, and different k values. Since Incognito uses global recording and our
domain generalization hierarchies for this dataset have a low height, its running time is very fast.
The GreedyPKClustering is faster than the new algorithm for small values of p, but when it is
more difficult to create p-sensitivity within each cluster the EnhancedPKClustering has a slight
advantage.

Based on these results, it is worth noting that a combination of GreedyPKClustering (for low
values of p, in our case 3) and EnhancedPKClustering (for high values of p, in our experiment 10)
would be desirable in order to improve both running time and the selected cost measure (AV G or
DM).

Fig. 3 AV G and DM for EnhancedPKClustering, GreedyPKClustering, and Incognito, p=10 and
k variable.

Fig. 4 Running time for EnhancedPKClustering, GreedyPKClustering, and Incognito algorithms.
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3.2 Experiments for extended p-sensitive k-anonymity

The EnhancedPKClustering and GreedyPKClustering algorithms can easily be adapted to generate
extended p-sensitive k-anonymous microdata. In order to do so, the algorithms are applied to a
modified I M in which the sensitive attributes are replaced with their strong ancestors. In the
resulted M M the sensitive attributed are restored to their original values.

Fig. 5 The value hierarchies and strong values for the sensitive categorical attributes education,
education num and occupation.

In this section we compare the performance of EnhancedPKClustering and GreedyPKCluster-

ing algorithms for the extended p-sensitive k-anonymity model. A set of experiments was con-
ducted for the same I M as in the previous section. We also reused the generalization hierarchies
of all six quasi-identifier categorical attributes. All three confidential attributes were considered
categorical, and their value hierarchies and strong values are depicted in Fig. 5 - strong values are
bolded and delimited by * characters. We make an observation with regard to the education sensi-
tive attribute’s hierarchy. This hierarchy is not balanced, but this has no influence on the algorithm’s
performance or results’ quality, as long as no cost measures are computed w.r.t. generalization per-
formed according to this hierarchy; its only role is to give guidance about the sensitivity of the
values of the confidential attribute education.
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Another set of experiments used synthetic datasets, where the quasi-identifier and the sensi-
tive attributes values were generated to follow some predefined distributions. For our experiments,
we generated four microdata sets using normal and uniform distribution. All four data sets have
identical schema (QI N; QI C1; QI C2; QI C3; S C1; S C2) where the first attribute (QI N) is a
numerical quasi-identifier (age-like), the next three (QI C1; QI C2; QI C3) are categorical quasi-
identifiers and the last two (S C1 and S C2) are categorical sensitive attributes. The distributions
followed by each attribute for the four data sets are illustrated in Table 2.

Table 2 Data distribution in the synthetic datasets.

All QI Attributes All Sensitive Attributes

Dataset UU Uniform Uniform
Dataset UN Uniform Normal
Dataset NU Normal Uniform
Dataset NN Normal Normal

Fig. 6 depicts the common value generalization hierarchy for the categorical quasi-identifiers
of the synthetic datasets. Fig. 7 shows the value generalization hierarchies and the strong values
for the sensitive attributes of the synthetic datasets.

Fig. 6 The value generalization hierarchy for the categorical attributes of the synthetic datasets.

Fig. 7 The value generalization hierarchies and strong values for the sensitive attributes of the
synthetic datasets: S C1 and S C2.
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For the numerical attribute we use age-like values 0, 1, . . . , 99. To generate a uniform distri-
bution for this range we use the mean 99/2 and standard deviation of 99/6. For each categorical
attribute we use 8 values that are grouped in a hierarchy as shown in Fig. 6. To generate a uniform-
like distribution for the categorical attributes we use the range 0-8 with mean 8/2 and standard
deviation 8/6 and the mapping shown in Table 3 (val is the value computed by the generator).

Table 3 Mapping between 0-8 range and discrete values.

val < 1 1 ≤ val < 2 2 ≤ val < 3 . . . 6 ≤ val < 7 val ≤ 8

a b c . . . g h

Next, for each of the five experimental datasets used, we present the AV G, DM, and some of
the execution time cost measure values for each of the two algorithms, EnhancedPKClustering and
GreedyPKClustering for p = 3 and different k values (Fig. 8 - 13).

Fig. 8 AV G, DM for EnhancedPKClustering and GreedyPKClustering, Adult Dataset.

Fig. 9 AV G, DM for EnhancedPKClustering and GreedyPKClustering, Dataset NN.
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Fig. 10 AV G, DM for EnhancedPKClustering and GreedyPKClustering, Dataset NU.

Fig. 11 AV G, DM for EnhancedPKClustering and GreedyPKClustering, Dataset UN.

Fig. 12 AV G, DM for EnhancedPKClustering and GreedyPKClustering, Dataset UU.

The AV G and DM results are very similar. We notice that when the p-sensitive part is difficult
to achieve, the EnhancedPKClustering algorithm performs better. These results are similar with
the ones obtained for p-sensitive k-anonymity property.

The following observations are true for both p-sensitive k-anonymity and its extension. The
GreedyPKClustering is faster than the EnhancedPKClustering algorithm for large values of k, but
when it is more difficult to create p-sensitivity within each cluster the EnhancedPKClustering
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Fig. 13 Running time for EnhancedPKClustering and GreedyPKClustering, Adult and
Dataset NU.

has a slight advantage. We also notice that the running time of GreedyPKClustering algorithm is
influenced by the sensitive attributes distribution.

4 New Enhanced Models based on p-Sensitive k-Anonymity

4.1 Constrained p-sensitive k-anonymity

In general, the existing anonymization algorithms use different quasi-identifiers generalization /
tuple suppression strategies in order to obtain a masked microdata that is k-anonymous (or satisfies
an extension of k-anonymity) and conserves as much information intrinsic to the initial microdata
as possible. To our knowledge, none of these models limits the amount of generalization that is
permitted to be performed for specific quasi-identifier attributes. The ability to limit the amount of
allowed generalization could be valuable, and, in fact, indispensable for real life datasets and ap-
plications. For example, for some specific data analysis tasks, available masked microdata with the
address information generalized beyond the US state level could be useless. Our approach consists
of specifying quasi-identifiers generalization boundaries, and achieving p-sensitive k-anonymity
within the imposed boundaries. Using this approach we recently introduced a similar model for
k-anonymity only, entitled constrained k-anonymity. In this sub-section we present the constrained
p-sensitive k-anonymity privacy model. A complete presentation of constrained k-anonymity can
be found in [14].

In order to specify a generalization boundary, we introduced the concept of a maximum allowed
generalization value that is associated with each quasi-identifier attribute value. This concept is
used to express how far the owner of the data thinks that the quasi-identifier’s values could be
generalized, such that the resulted masked microdata would still be useful. Limiting the amount of
generalization for quasi-identifier attribute values is a necessity for various uses of the data. The
data owner is often aware of the way various researchers are using the data and, as a consequence,
he/she is able to identify maximum allowed generalization values. For instance, when the released
microdata is used to compute various statistical measures related to the US states, the data owner
will select the states as maximal allowed generalization values.

Definition 0.9 (maximum allowed generalization value). Let Q be a quasi-identifier attribute (cat-
egorical or numerical), and HQ its predefined value generalization hierarchy. For every leaf value
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v∈HQ, the maximum allowed generalization value of v, MAGVal(v), is the value (leaf or not-leaf)
in HQ situated on the path from v to the root, such that:

• for any released microdata, the value v is permitted to be generalized only up to MAGVal(v)
and

• when several MAGVals exist on the path between v and the hierarchy root, then the MAGVal(v)
is the first MAGVal that is reached when following the path from v to the root node.

Fig. 14 contains an example of defining MAGVals for a subset of values for the Location at-
tribute.

Fig. 14 Examples of maximal allowed generalization values.

The MAGVals for the leaf values ”San Diego” and ”Lincoln” are ”California”, and, respectively,
”Midwest” (the maximal allowed generalization values are bolded and marked by * characters that
delimit them). This means that the quasi-identifier Location’s value ”San Diego” may be general-
ized to itself or ”California”, but not to ”West Coast” or the ”United States”. Also, ”Lincoln” may
be generalized to itself, ”Nebraska”, or ”Midwest”, but it may not be generalized to the ”United
States”.

Usually, the data owner has generalization restrictions for most of the quasi-identifiers. If for a
particular quasi-identifier attribute Q there are not any restrictions in respect to its generalization,
then the HQ’s root value will be considered the maximal allowed generalization value for all the
leaf values.

Definition 0.10 (constraint violation). We say that the masked microdata M M has a constraint
violation if one quasi-identifier value, v, in I M , is generalized in one tuple in M M beyond its
specific maximal generalization value, MAGVal(v).

Definition 0.11 (constrained p-sensitive k-anonymity). The masked microdata M M satisfies the
constrained p-sensitive k-anonymity property if it satisfies p-sensitive k-anonymity and it does not
have any constraint violation.

We illustrate the above concept with the following example. The initial microdata set I M
in Table 4 is characterized by the following attributes: Name and SSN are identifier attributes
(removed from the M M ), Age and Location are the quasi-identifier attributes, and Diagnosis is the
sensitive attribute. The attribute Location values and their MAGVals are described by Fig. 14. Age

does not have any generalization boundary requirements. This microdata set has to be masked such
that the corresponding masked microdata will satisfy constrained p-sensitivity k-anonymity, where
the user wants that the Location attribute values not to be generalized in the masked microdata
further than the specified maximal allowed generalization values shown in Fig. 14.
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Table 4 An initial microdata set I M .

Record Name SSN Age Location Diagnosis

r1 Alice 123456789 20 San Diego AIDS

r2 Bob 323232323 40 Los Angeles Asthma

r3 Charley 232345656 20 Wichita Asthma

r4 Dave 333333333 40 Kansas City Tuberculosis

r5 Eva 666666666 40 Wichita Asthma

r6 John 214365879 20 Kansas City Asthma

Tables 5 and 6 illustrate two possible masked microdata M M 1 and M M 2 for the initial mi-
crodata I M . The first one, M M 1, satisfies 2-sensitive 2-anonymity (it is actually 2-sensitive 3-
anonymous), but contradicts constrained 2-sensitive 2-anonymity w.r.t. Location attribute’s max-
imal allowed generalization. On the other hand, the second microdata set, M M 2, satisfies con-
strained 2-sensitive 2-anonymity: every QI-cluster consists of at least 2 tuples, there are 2 distinct
values for the sensitive attribute in each cluster, and none of the Location initial attribute’s values
are generalized beyond its MAGVal.

Table 5 A masked microdata set M M 1 for the initial microdata I M .

Record Age Location Diagnosis

r1 20 United States AIDS

r3 20 United States Asthma

r6 20 United States Asthma

r2 40 United States Asthma

r4 40 United States Tuberculosis

r5 40 United States Asthma

Table 6 A masked microdata set M M 2 for the initial microdata I M .

Record Age Location Diagnosis

r1 20-40 California AIDS

r2 20-40 California Asthma

r3 20-40 Kansas Asthma

r4 20-40 Kansas Tuberculosis

r5 20-40 Kansas Asthma

r6 20-40 Kansas Asthma
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4.2 p-sensitive k-anonymity in social networks

The advent of social networks in the last few years has accelerated the research in this field. Online
social interaction has become very popular around the globe and most sociologists agree that this
trend will not fade away. Privacy in social networks is still in its infancy, and practical approaches
are yet to be developed. K-anonymity model has been recently extended to social networks [8] [27]
by requiring that every node (individual) in the social network to be undistinguishable from other
(k-1) nodes. While this seems similar with the microdata case, the requirement of undistinguisha-
bility includes the similar network (graph) structure.

We consider the social network modeled as a simple undirected graph G = (N ,E), where N
is the set of nodes and E ⊆ N ×N is the set of edges. Each node represents an individual entity.
Each edge represents a relationship between two entities.

The set of nodes, N , is described by a set of attributes that are classified into identifier, quasi-
identifier, and confidential categories. If we exclude the relationship between nodes, the social
network data resembles a microdata set.

We allow only binary relationships in our model. Moreover, we consider all relationships as
being of the same type and, as a result, we represent them via unlabeled undirected edges. We
also consider this type of relationships to be of the same nature as all the other ”traditional” quasi-
identifier attributes. We will refer to this type of relationship as the quasi-identifier relationship.
In other words, the graph structure may be known to an intruder and used by matching it with
known external structural information, therefore serving in privacy attacks that might lead to iden-
tity and/or attribute disclosure.

To create a p-sensitive k-anonymous social network we reuse the generalization technique for
quasi-identifier attributes. For the quasi-identifier relationship we use the generalization approach
employed in [26] which consist of collapsing clusters together with their component nodes’ struc-
ture.

Given a partition of nodes for a social network G , we are able to create an anonymized graph by
using generalization information and quasi-identifier relationship generalization (for more details
about this generalization see [8].

Definition 0.12 (masked social network). Given an initial social network, modeled as a graph
G = (N ,E), and a partition S = {cl1,cl2, . . . ,clv} of the nodes set N ,

⋃v
j=1 cl j = N ; cli ∩cl j = /0;

i, j = 1..v, i 6= j; the corresponding masked social network M G is defined as M G = (M N ,M E),
where:

• M N = {Cl1,Cl2, . . . ,Clv}, Cli is a node corresponding to the cluster cl j ∈ S and is described
by the ”tuple” gen(cl j) (the generalization information of cl j , w.r.t. quasi-identifier attribute set)
and the intra-cluster generalization pair (|cl j|, |Ecl j

|) (|cl| - the number of nodes in the cluster
cl; |Ecl | - the number of edges between nodes from cl);

• M E ⊆ M N ×M N ; (Cli,Cl j) ∈ M E iif Cli, Cl j ∈ M N and ∃X ∈ cl j,Y ∈ cl j , such that
(X ,Y ) ∈ E . Each generalized edge (Cli,Cl j) ∈ M E is labeled with the inter-cluster generaliza-
tion value |Ecli,cl j

| (the number of edges between nodes from cli and cl j).

By construction, all nodes from a cluster cl collapsed into the generalized (masked) node Cl

are undistinguishable from each other.
In order to have p-sensitive k-anonymity property for a masked social network, we need to add

two extra conditions to Definition 12, first that each cluster from the initial partition is of size at
least k, and second that each cluster has at least p distinct values for each sensitive attribute. The
formal definition of a masked social network that is p-sensitive k-anonymous is presented below.

Definition 0.13 (p-sensitive k-anonymous masked social network). A masked social network
M G = (M N ,M E), where M N = {Cl1,Cl2, . . . ,Clv}, and Cl j = [gen(cl j),(|cl j|, |Ecl j

|)], j =
1, . . . ,v is p-sensitive k-anonymous if and only if |cl j| ≥ k for all j = 1, . . . ,v (the k-anonymity re-
quirement) and for each sensitive attribute S and for each Cl ∈ M N , the number of distinct values
for S in Cl is greater than or equal to p (the p-sensitive requirement).
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We illustrate the above concept with the following example. We consider a social network G as
depicted in Figure 15. The quasi-identifier attributes are ZipCode and Gender, and the sensitive at-
tribute is Disease. This social network can be anonymized to comply with 2-sensitive 3-anonymity,
and one possible masked social network that corresponds to G is depicted in Figure 16.

Fig. 15 A social network G, its structural information and its node’s attributes values.

Fig. 16 A masked social network MG, its structural information and its node’s attributes values.

5 Conclusions and Future Work

Our extensive experiments showed that both GreedyPKClustering and EnhancedPKClustering pro-
duce quality masked microdata that satisfy (extended) p-sensitive k-anonymity and outperforms
anonymization algorithms based on global recoding.

The new privacy models are a promising avenue for future research; we currently work on de-
veloping efficient algorithms for constrained p-sensitive k-anonymity and p-sensitive k-anonymity
for social networks models. We expect both EnhancedPKClustering and GreedyPKClustering to
be adjustable for achieving data anonymization in agreement with both these new models.

Another research direction is to adapt the EnhancedPKClustering and GreedyPKClustering for
enforcing similar privacy requirements such as (α,k)-anonymity, l-diversity, etc.
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Privacy-Preserving Random Kernel
Classification of Checkerboard Partitioned Data

Olvi L. Mangasarian and Edward W. Wild

Abstract We propose a privacy-preserving support vector machine (SVM) classifier for a data
matrix A whose input feature columns as well as individual data point rows are divided into groups
belonging to different entities. Each entity is unwilling to make public its group of columns and
rows. Our classifier utilizes the entire data matrix A while maintaining the privacy of each block.
This classifier is based on the concept of a random kernel K(A,B′) where B′ is the transpose of a
random matrix B, as well as the reduction of a possibly complex pattern of data held by each entity
into a checkerboard pattern. The proposed nonlinear SVM classifier, which is public but does not
reveal any of the privately-held data, has accuracy comparable to that of an ordinary SVM classifier
based on the entire set of input features and data points all made public.

1 Introduction

Recently there has been wide interest in privacy-preserving support vector machine (SVM) classifi-
cation. Basically the problem revolves around generating a classifier based on data, parts of which
are held by private entities who, for various reasons, are unwilling to make it public.

Ordinarily, the data used to generate a classifier is considered to be either owned by a single
entity or available publicly. In privacy-preserving classification, the data is broken up between dif-
ferent entities, which are unwilling or unable to disclose their data to the other entities. We present
a method by which entities may collaborate to generate a classifier without revealing their data to
the other entities. This method allows entities to obtain a more accurate classifier while protecting
their private data, which may include personal or confidential information. For example, hospitals
might collaborate to generate a classifier that diagnoses a disease more accurately but without re-
vealing personal information about their patients. In another example, lending organizations may
jointly generate a classifier which more accurately detects whether a customer is a good credit risk,
without revealing their customers’ data. As such, privacy-preserving classification plays a signifi-
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cant role in data mining in information systems and the very general and novel approach proposed
here serves both a theoretical and practical purpose for such systems.

When each entity holds its own group of input feature values for all individuals while other
entities hold other groups of feature values for the same individuals, the data is referred to as ver-

tically partitioned. This is so because feature values are represented by columns of a data matrix
while individuals are represented by rows of the data matrix. In [22], privacy-preserving SVM
classifiers were obtained for vertically partitioned data by adding random perturbations to the data.
In [20, 21], horizontally partitioned privacy-preserving SVMs and induction tree classifiers were
obtained for data where different entities hold the same input features for different groups of indi-
viduals. Other privacy preserving classifying techniques include cryptographically private SVMs
[8], wavelet-based distortion [11] and rotation perturbation [2]. More recently [15, 14] a random
kernel K(A,B′) where B′ is the transpose of a random matrix B was used to handle vertically parti-
tioned data [15] as well as horizontally partitioned data [14].

In this work we propose a highly efficient privacy-preserving SVM (PPSVM) classifier for
vertically and horizontally partitioned data that employs a random kernel K(A,B′). Thus the m×n

data matrix A with n features and m data points, each of which in Rn, is partitioned in a possibly
complex way among p entities as depicted, for example, among p = 4 entities as shown in Figure
1. Our task is to construct an SVM classifier based on the entire data matrix A without requiring
the contents of each entity’s matrix block be made public.

1

2

3

4

Fig. 1 A data matrix A partitioned into p = 4 blocks with each block owned by a distinct entity.

Our approach will be to first subdivide a given data matrix A that is owned by p entities into a
checkerboard pattern of q cells, with q ≥ p, as depicted, for example in Figure 2. Secondly, each
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Fig. 2 The checkerboard pattern containing q = 20 cell blocks generated from the data matrix A

of Figure 1.

cell block Ai j of the checkerboard will be utilized to generate the random kernel block K(Ai j,B· j ′),
where B· j is a random matrix of appropriate dimension. It will be shown in Section 2 that under
mild assumptions, the random kernel K(Ai j,B· j ′) will safely protect the data block Ai j from dis-
covery by entities that do not own it, while allowing the computation of a classifier based on the
entire data matrix A.

We now briefly describe the contents of the paper. In Section 2 we present our method for a
privacy-protecting linear SVM classifier for checkerboard partitioned data, and in Section 3 do
the same for a nonlinear SVM classifier. In Section 4 we give computational results that show the
effectiveness of our approach, including correctness that is comparable to ordinary SVMs that use
the entire dataset. Section 5 concludes the paper with a summary and some ideas for future work.

We describe our notation now. All vectors will be column vectors unless transposed to a row
vector by a prime ′. For a vector x ∈ Rn the notation x j will signify either the j-th component or
j-th block of components. The scalar (inner) product of two vectors x and y in the n-dimensional

real space Rn will be denoted by x′y. For x ∈ Rn, ‖x‖1 denotes the 1-norm: (
n

∑
i=1

|xi|). The notation

A ∈ Rm×n will signify a real m× n matrix. For such a matrix, A′ will denote the transpose of A,
Ai will denote the i-th row or i-th block of rows of A and A· j the j-th column or the j-th block of
columns of A. A vector of ones in a real space of arbitrary dimension will be denoted by e. Thus
for e ∈ Rm and y ∈ Rm the notation e′y will denote the sum of the components of y. A vector of
zeros in a real space of arbitrary dimension will be denoted by 0. For A ∈ Rm×n and B ∈ Rk×n, a
kernel K(A,B′) maps Rm×n×Rn×k into Rm×k. In particular, if x and y are column vectors in Rn then,
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K(x′,y) is a real number, K(x′,B′) is a row vector in Rk and K(A,B′) is an m× k matrix. The base
of the natural logarithm will be denoted by ε. A frequently used kernel in nonlinear classification
is the Gaussian kernel [18, 17, 12] whose i j-th element, i = 1, . . . . . . ,m, j = 1, . . . . . . ,k, is given

by: (K(A,B′))i j = ε−µ‖Ai−B· j ′‖2
, where A ∈ Rm×n, B ∈ Rk×n and µ is a positive constant. We shall

not assume that our kernels satisfy Mercer’s positive definiteness condition [18, 17, 3], however
we shall assume that they are separable in the following sense:

K([E F ], [G H]′) = K(E,G′)+K(F,H ′) or K([E F ], [G H]′) = K(E,G′)⊙K(F,H ′), (1)

where the symbol ⊙ denotes the Hadamard component-wise product of two matrices of the same
dimensions [5], E ∈ Rm×n1 , F ∈ Rm×n2 , G ∈ Rk×n1 and H ∈ Rk×n2 . It is straightforward to show
that a linear kernel K(A,B′) = AB′ satisfies (1) with the + sign, and a Gaussian kernel satisfies (1)
with the ⊙ sign. The abbreviation “s.t.” stands for “subject to”.

2 Privacy-Preserving Linear Classifier for Checkerboard

Partitioned Data

The dataset that we wish to obtain a classifier for consists of m points in Rn represented by the
m rows of the matrix A ∈ Rm×n. The matrix columns of A are partitioned into s vertical blocks
of n1,n2, . . . . . . and ns columns in each block such that n1 + n2 + . . . + ns = n. Furthermore, all
of the column blocks are identically partitioned into r horizontal blocks of m1,m2, . . . . . . and mr

rows in each block such that m1 + m2 + . . .+ mr = m. This checkerboard pattern of data similar
to that of Figure 2 may result from a more complex data pattern such that of Figure 1. We note
that each cell block of the checkerboard is owned by a separate entity but with the possibility of a
single entity owning more than one checkerboard cell. No entity is willing to make its cell block(s)
public. Furthermore, each individual row of A is labeled as belonging to the class +1 or −1 by
a corresponding diagonal matrix D ∈ Rm×m of ±1’s. The linear kernel classifier to be generated
based on all the data will be a separating plane in Rn:

x′w− γ = x′B′u− γ = 0, (2)

which classifies a given point x according to the sign of x′w−γ. Here, w = B′u, w∈Rn is the normal
to the plane x′w− γ = 0, γ ∈ R determines the distance of the plane from the origin in Rn and B is a
random matrix in Rk×n. The change of variables w = B′u is employed in order to kernelize the data
and is motivated by the fact that when B = A and hence w = A′u, the variable u is the dual variable
for a 2-norm SVM [12]. The variables u ∈ Rk and γ ∈ R are to be determined by an optimization
problem such that the labeled data A satisfy, to the extent possible, the separation condition:

D(AB′u− eγ) ≥ 0. (3)

This condition (3) places the +1 and −1 points represented by A on opposite sides of the
separating plane (2). In general, the matrix B which determines a transformation of variables w =
B′u, is set equal to A. However, in reduced support vector machines [10, 7] B = Ā, where Ā is a
submatrix of A whose rows are a small subset of the rows of A. However, B can be a random matrix
in Rm̄×n with n ≤ m̄ ≤ m if m ≥ n and m̄ = m if m ≤ n. This random choice of B holds the key to
our privacy-preserving classifier and has been used effectively in SVM classification problems [13].
Our computational results of Section 4 will show that there is no substantial difference between
using a random B or a random submatrix of Ā of the rows of A as in reduced SVMs [10, 9]. One
justification for these similar results can be given for the case when m̄ ≥ n and the rank of the m̄×n

matrix B is n. For such a case, when B is replaced by A in (3), this results in a regular linear SVM
formulation with a solution, say v ∈ Rm. In this case, the reduced SVM formulation (3) can match
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the regular SVM term AA′v by the term AB′u, since B′u = A′v has a solution u for any v because
B′ has rank n.

We shall now partition the n columns of the random matrix B ∈ Rm̄×n into s column blocks with
column block B· j containing n j columns for j = 1, . . . ,s. Furthermore, each column block B· j will
be generated by entities owning the m-by-n j column block of A· j and is never made public. Thus,
we have:

B = [B·1 B·2 . . . . . .B·s]. (4)

We will show that under the assumption that:

n j > m̄, j = 1, . . . ,s, (5)

the privacy of each checkerboard block privacy is protected.
We are ready to state our algorithm which will provide a linear classifier for the data without

revealing privately held checkerboard cell blocks Ai j , i = 1, . . . ,r, j = 1, . . . ,s. The accuracy of
this algorithm will, in general, be comparable to that of a linear SVM using a publicly available A

instead of merely A·1B·1′,A·2B·2′ . . . . . .A·sB·s′, as will be the case in the following algorithm.

Algorithm 2.1 Linear PPSVM Algorithm

(I) All entities agree on the same labels for each data point, that is Dii = ±1, i = 1, . . . . . . ,m and

on the magnitude of m̄, the number of rows of the random matrix B ∈ Rm̄×n which must satisfy

(5).

(II) All entities i = 1, . . . ,r, sharing the same same column block j, 1 ≤ j ≤ s, with n j features, must

agree on using the same m̄×n j random matrix B· j which is privately held by themselves.

(III) Each entity i = 1, . . . ,r, owning cell block Ai j makes public its linear kernel Ai jB· j ′, but not Ai j .

This allows the public computation of the full linear kernel:

(AB′)i = Ai1B·1
′ + . . . . . .+AisB·s

′, i = 1, . . . ,r. (6)

(IV) A publicly calculated linear classifier x′Bu− γ = 0 is computed by some standard method such

as 1-norm SVM [12, 1] for some positive parameter ν:

min
(u,γ,y)

ν‖y‖1 +‖u‖1

s.t. D(AB′u− eγ)+ y ≥ e,
y ≥ 0.

(7)

(V) For each new x ∈ Rn, the component blocks x j
′B· j ′, j = 1, . . . ,s, are made public from which a

public linear classifier is computed as follows:

x′B′u− γ = (x1
′B·1

′ + x2
′B·2

′ + . . . . . .+ xs
′B·s

′)u− γ = 0, (8)

which classifies the given x according to the sign of x′Bu− γ.

Remark 2.2 Note that in the above algorithm no entity i j which owns cell block Ai j reveals its

dataset nor its components of a new data point x j . This is so because it is impossible to compute

the min j numbers constituting Ai j ∈ Rmi×n j given only the mim̄ numbers constituting (Ai jB· j ′) ∈
Rmi×m̄, because min j > mim̄. Similarly it is impossible to compute the n j numbers constituting

x j ∈ Rn j from the m̄ constituting x j
′B· j ′ ∈ Rm̄ because n j > m̄. Hence, all entities share the publicly

computed linear classifier (8) using AB′ and x′B′ without revealing either the individual datasets

or new point components.

We turn now to nonlinear classification.
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3 Privacy Preserving Nonlinear Classifier for Checkerboard

Partitioned Data

The approach to nonlinear classification is similar to that for the linear one, except that we make
use of the Hadamard separability of a nonlinear kernel (1) which is satisfied by a Gaussian kernel.
Otherwise, the approach is very similar to that of a linear kernel. We state that approach explicitly
now.

Algorithm 3.1 Nonlinear PPSVM Algorithm

(I) All s entities agree on the same labels for each data point, that Dii = ±1, i = 1, . . . . . . ,m and

on the magnitude of m̄, the number of rows of the random matrix B ∈ Rm̄×n which must satisfy

(5).

(II) All entities i = 1, . . . ,r, sharing the same same column block j, 1 ≤ j ≤ s, with n j features, must

agree on using the same m̄×n j random matrix B· j which is privately held by themselves.

(III) Each entity i = 1, . . . ,r, owning cell block Ai j makes public its nonlinear kernel K(Ai j,B· j ′), but

not Ai j . This allows the public computation of the full nonlinear kernel:

K(A,B′)i = K(Ai1,B·1
′)⊙ . . . . . .⊙K(Ais,B·s

′), i = 1, . . . ,r. (9)

(IV) A publicly calculated linear classifier K(x′,B′)u− γ = 0 is computed by some standard method

such as 1-norm SVM [12, 1] for some positive parameter ν:

min
(u,γ,y)

ν‖y‖1 +‖u‖1

s.t. D(K(A,B′)u− eγ)+ y ≥ e,
y ≥ 0.

(10)

(V) For each new x ∈ Rn, the component blocks K(x j ′,B· j ′), j = 1, . . . ,s, are made public from

which a public nonlinear classifier is computed as follows:

K(x′,B′)u− γ = (K(x1
′,B·1

′)⊙K(x2
′,B·2

′)⊙ . . . . . .⊙K(xs
′,B·s

′))u− γ = 0, (11)

which classifies the given x according to the sign of K(x′,B′)u− γ.

Remark 3.2 Note that in the above algorithm no entity i j which owns cell block Ai j reveals its

dataset nor its components of a new data point x j . This is so because it is impossible to compute

the min j numbers constituting Ai j ∈ Rmi×n j given only the mim̄ numbers constituting K(Ai j,B· j ′) ∈
Rmi×m̄, because min j > mim̄. Similarly it is impossible to compute the n j numbers constituting

x j ∈ Rn j from the m̄ constituting K(x j
′,B· j ′) ∈ Rm̄ because n j > m̄. Hence, all entities share the

publicly computed nonlinear classifier (11) using K(A,B′) and K(x′,B′) without revealing either

the individual datasets or new point components.

Before turning to our computational results, it is useful to note that Algorithms 2.1 and 3.1 can
be used easily with other kernel classification algorithms instead of the 1-norm SVM, including
the ordinary 2-norm SVM [17], the proximal SVM [4], and logistic regression [19].

We turn now to our computational results.

4 Computational Results

To illustrate the effectiveness of our proposed privacy preserving SVM (PPSVM), we used seven
datasets from the UCI Repository [16] to simulate a situation in which data is distributed among
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several different entities. We formed a checkerboard partition which divided the data into blocks,
with each entity owning exactly one block. Each block had data for approximately 25 examples,
and we carried out experiments in which there were one, two, four, and eight vertical partitions (for
example, the checkerboard pattern in Figure 2 has four vertical partitions). Thus, the blocks in each
experiment all contained all, one half, one fourth, or one eighth of the total number of features. With
one vertical partition, our approach is the same as the technique for horizontally partitioned data
described in [14], and these results provide a baseline for the experiments with more partitions. We
note that the errors with no sharing represent a worst-case scenario in that a different entity owns
each block of data. If entities owned multiple blocks, their errors without sharing might decrease.
Nevertheless, it is unlikely that such entities would generally do better than our PPSVM approach,
especially in cases in which the PPSVM is close to the ordinary 1-norm SVM.

We compare our PPSVM approach to a situation in which each entity forms a classifier only
using its own data, with no sharing, and to a situation in which all entities share the reduced kernel
K(A, Ā′) without privacy, where Ā is a matrix whose rows are a random subset of the rows of A

[10]. Results for one, two, four, and eight vertical partitions are reported in Table 1. All experi-
ments were run using the commonly used Gaussian kernel described in Section 1. In every result,
Ā consisted of ten percent of the rows of A randomly selected, while B was a completely random
matrix with the same number of columns as A. The number of rows of B was set to the minimum of
n−1 and the number of rows of Ā, where n is the number of features in the vertical partition. Thus,
we ensure that the condition (5) discussed in the previous sections holds in order to guarantee that
the private data Ai j cannot be recovered from K(Ai j,B

′). Each entry of B was selected indepen-
dently from a uniform distribution on the interval [0,1]. All datasets were normalized so that each
feature was between zero and one. This normalization can be carried out if the entities disclose
only the maximum and minimum of each feature in their datasets. When computing ten-fold cross
validation, we first divided the data into folds and set up the training and testing sets in the usual
way. Then each entity’s dataset was formed from the training set of each fold. The accuracies of
all classifiers were computed on the testing set of each fold.

To save time, we used the tuning strategy described in [6] to choose the parameters ν of (10)
and µ of the Gaussian kernel. In this Nested Uniform Design approach, rather than evaluating a
classifier at each point of a grid in the parameter space, the classifier is evaluated only at a set
of points which is designed to “cover” the original grid to the extent possible. The point from
this smaller set on which the classifier does best is then made the center of a grid which covers
a smaller range of parameter space, and the process is repeated. Huang et al. [6] demonstrate em-
pirically that this approach finds classifiers with similar misclassification error as a brute-force
search through the entire grid. We set the initial range of log10 ν to [−7,7], and the initial range
of log10 µ as described in [6]. Note that we set the initial range of log10 µ independently for each
entity using only that entity’s examples and features. We used a Uniform Design with thirty runs
from http://www.math.hkbu.edu.hk/UniformDesign for both nestings, and used leave-one-
out cross validation on the training set to evaluate each (ν,µ) pair when the entities did not share
and five-fold cross validation on the training set when they did. We used leave-one-out cross val-
idation when not sharing because only about 25 examples were available to each entity in that
situation.

To illustrate the improvement in error rate of PPSVM compared to an ordinary 1-norm SVM
based only on the data for each entity with no sharing, we provide a graphical presentation of
some results in Table 1. Figure 3 shows a scatterplot comparing the error rates of our data-sharing
PPSVM versus the 1-norm no-sharing reduced SVM using Gaussian kernels. The diagonal line in
both figures marks equal error rates. Note that points below the diagonal line represent datasets for
which PPSVM has a lower error rate than the average error of the entities using only their own data.
Figure 3 shows a situation in which there are two vertical partitions of the dataset, while Figure
4 shows a situation in which there are four vertical partitions. Note that in Figure 3, our PPSVM
approach has a lower error rate for six of the seven datasets, while in Figure 4, PPSVM has a lower
error rate on all six datasets.
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Table 1 Comparison of error rates for entities sharing entire data without privacy through the
reduced kernel K(A, Ā′), sharing data using our PPSVM approach, and not sharing data. When
there are enough features, results are given for situations with one, two, four, and eight vertical
partitions using a Gaussian kernel.

Dataset No. of Vertical Rows of B Ideal Error Using PPSVM Error Error Using
Examples × Features Partitions Entire Data Sharing Individual Data

without Privacy Protected Data without Sharing
K(A, Ā′) K(A,B′) K(Ais,Ais

′)
Cleveland Heart (CH) 1 12 0.17 0.15 0.24

297 × 13 2 5 0.19 0.19 0.28
4 2 0.17 0.24 0.30

Ionosphere (IO) 1 33 0.07 0.09 0.19
351 × 34 2 16 0.06 0.11 0.20

4 7 0.05 0.17 0.21
8 3 0.06 0.26 0.24

WDBC (WD) 1 29 0.03 0.03 0.11
569 × 30 2 14 0.02 0.04 0.10

4 6 0.03 0.06 0.12
8 2 0.03 0.11 0.16

Arrhythmia (AR) 1 45 0.21 0.27 0.38
452 × 279 2 45 0.22 0.28 0.36

4 45 0.23 0.27 0.40
8 33 0.24 0.29 0.40

Pima Indians (PI) 1 7 0.23 0.25 0.36
768 × 8 2 3 0.23 0.31 0.35

4 1 0.23 0.34 0.38

Bupa Liver (BL) 1 5 0.30 0.40 0.42
345 × 6 2 2 0.30 0.42 0.42

German Credit (GC) 1 23 0.24 0.24 0.34
1000 × 24 2 11 0.24 0.29 0.34

4 5 0.24 0.30 0.34
8 2 0.24 0.30 0.33

5 Conclusion and Outlook

We have proposed a linear and nonlinear privacy-preserving SVM classifier for a data matrix, arbi-
trary blocks of which are held by various entities that are unwilling to make their blocks public. Our
approach divides the data matrix into a checkerboard pattern and then creates a linear or nonlinear
kernel matrix from each cell block of the checkerboard together with a suitable random matrix that
preserves the privacy of the cell block data. Computational comparisons indicate that the accuracy
of our proposed approach is comparable to full and reduced data classifiers. Furthermore, a marked
improvement of accuracy is obtained by the privacy-preserving SVM compared to classifiers gen-
erated by each entity using its own data alone. Hence, by making use of a random kernel for each
cell block, the proposed approach succeeds in generating an accurate classifier based on privately
held data without revealing any of that data.

Future work will entail combining our approach with other ones such as those of rotation per-
turbation [2], cryptographic approach [8] and data distortion [11].
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Fig. 3 Error rate comparison of our PPSVM with a random kernel K(A,B′) vs 1-norm nonlinear
SVMs sharing no data for checkerboard data with two vertical partitions. For points below the
diagonal, PPSVM has a better error rate. The diagonal line in each plot marks equal error rates.
Each point represents the result for the dataset in Table 1 corresponding to the letters attached to
the point.
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