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ABSTRACT  
While artificial neural networks (NN) promise superior 
performance in forecasting theory, they are not an established 
method in business practice. The vast degrees of freedom in 
modeling NNs have lead to countless publications on 
heuristic approaches to simplify modeling, training, network 
selection and evaluation. However, not all studies have 
conducted experiments with the same scientific rigor, 
limiting their relevance to further NN research and practice. 
Consequently, we propose a systematic evaluation to identify 
successful heuristics and derive sound guidelines to NN 
modeling from publications. As each forecasting domain of 
predictive classification or regression imposes different 
heuristics on specific datasets, a literature review is 
conducted, identifying 47 publications within the 
homogeneous business domain of sales forecasting and 
demand planning out of 4790 publications within the domain 
of NN forecasting. The identified publications are evaluated 
through a framework regarding their validity in experiment 
design and reliability through documentation, in order to 
identify and promote preeminent publications, derive 
recommendations for future experiments and identify gaps in 
current research and practice.  
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1. Introduction 

Artificial Neural networks (NN) have achieved state-of-the-
art performance in non-linear prediction, classification and 
clustering in management science [1-3]. In forecasting, 
theoretical research on NN receives unabated interest, leading 
to successful applications in time series as well as causal 
modelling across various problem domains, including sales 
forecasting and demand planning [4-7]. NNs promise 
attractive features to business forecasting, being a data driven 
learning machine, permitting universal approximation [8] of 
arbitrary linear or nonlinear functions from examples without 
a priori assumptions on the model structure, often 
outperforming the conventional statistical approaches of 
ARIMA- or exponential smoothing methods. Despite their 
theoretical capabilities, NN are not an established forecasting 

method in business practice. Scepticism on NN persist 
through mathematical complexity and missing transparency, 
in addition to inconsistent research findings and pessimistic 
reports on their performance [9, 10], in part due to a trial-
and-error modelling process [11].  
NNs offer vast degrees of freedom in the modelling process, 
requiring a multitude of interdependent decisions on 
parameter-settings to assure valid and reliable performance. 
Since a complete enumeration of all parameter combinations 
often induces prohibitively high computation time, various 
heuristic modelling approaches, empirical guidelines, rules of 
thumb and simple tricks have been proposed, suggesting 
alternative approaches to determine the architecture, guide 
the training process and select appropriate models to 
minimize the objective function [10, 12-15], each with 
varying success. Unfortunately, no single heuristic has 
demonstrated its ability to deliver valid and reliable forecasts 
on arbitrary datasets. Consequently, the task of modelling 
NNs for a particular prediction problem is considered as 
much an art as a science [9, 10]. In addition, each heuristic 
should be evaluated specifically within its application domain 
in order to derive robust recommendations for valid and 
reliable predictions. However, not all experiments have been 
conducted with the same scientific rigor, often questioning 
results and performance along with the heuristic proposed.  
Following, we propose an evaluation framework for 
publications on NN in business forecasting, to allow a 
distinction between superior publications prepared with 
necessary scientific rigor in experiment design, execution and 
documentation from less objective results. The framework 
aims to evaluate the validity and reliability of a publication 
through the degree of documentation and it adherence to 
essential prerequisites to produce valid results. We focus our 
analysis on point-predictions of customer demand or sales as 
needed in all operational systems dedicated to demand 
planning, inventory management or advanced planning in 
industry, wholesale and retail. The framework is applied to 
47 publications on sales forecasting, identified from a 
systematic literature review and evaluation of 4790 papers in 
the general domain of forecasting with NNs, in order to 
evaluate and identify publications with limited scientific rigor 
leading to suboptimal recommendations and heuristics. 
Following a description of the Literature review in section 2, 
we develop our evaluation framework regarding the 



reliability and validity of each publication. Section 4 assesses 
the individual publications within the evaluation framework. 
Conclusions are given in section 5. 

2. Literature Review  

A selection of Literature reviews of NNs have been 
published, focussing on business applications [16-20], 
particular application domains [21-28] and recently 
forecasting [11, 29]. Following Adya and Collopy’s survey 
and evaluation, we seek to extend an earlier review of the ISI 
web of science [30] with a revised search phrase and across 
additional catalogues for citations of the recent years, 
searching a total of 39.3 million publication records. Our 
extended keyword search on neural networks in forecasting1 
yielded 2905 journal publications (conducted 10/2005)2. In 
addition, we extended our search to the ISI proceedings 
catalogue, yielding 1885 publications. Fig.1 gives an 
overview of 4790 publications on NN in forecasting by year.  
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Fig.1: ISI citation analysis on neural networks for forecasting by year, the 

solid bar indicating journal publications, the dashed bars proceedings and the 
chequered bars publications in the domain of sales forecasting, numbers for 

2005 are extrapolated for 4th quarter 

These numbers indicate an unabated interest and continuous 
increase of publications on theoretical developments and 
practical applications of NN for forecasting across a wide 
range of disciplines, including earth and meteorological 
sciences, biological sciences, medicine and pharmaceuticals, 
engineering, physics and business applications.  
However, significant differences exist in modelling suitable 
architectures within each business forecasting domain, 
depending on the forecasting objective, application, 
modelling and dataset. Firstly, a variety of NN publications 
focus on nominal predictors for classification tasks, which 
require and benefit different modelling heuristics of little use 
to derive metric point predictions in regression type sales 
forecasting. In addition, sales forecasting often implies noisy 
time series with only a few years of monthly or weekly 
observations, due to structural breaks from launches, 
relaunches, new product introductions, listing and delistings 
as opposed to long time series with a high signal-to-noise 
ratio often found in engineering, physics or artificial time 
series. As specific heuristics have been developed for distinct 
application domains, particular applications and sets of time 

series, we limit our analysis to publications to the sub-domain 
of sales forecasting and demand planning, in order to derive 
robust recommendations for valid and reliable experiments. 
As a keyword search within the results does not ensure a 
valid separation of publications, we manually evaluated and 
eliminated all publications related to non-business 
applications, nominal predictors for classifications, e.g. in 
data mining for credit scoring, and metric predictors not 
related to forecasting of unit sales, e.g. of marketing response 
rates, market shares, index prices or probability of class 
memberships. Within the subset of relevant business 
forecasting publications, we eliminated non-sales oriented 
applications, such as electrical load forecasting, financial 
market prediction and alternative application domains in 
order to derive homogeneous recommendations. From this 
core subset, we identified additional studies through a 
bottom-up follow up of references and structured searches by 
author name using IEEE Xlpore, ScienceDirect, EBSCO, 
Citeseer, Proquest, OCLC and ABI/Inform, with overlapping 
and additional information to ISI. 
Our search yielded a total of 171 publications on time series 
or causal point predictions in business forecasting, in the 
categories of general publications on point predictions 
including examples from business, sales, marketing, 
production and finance. In the domain of sales forecasting, 
only 47 publications focussed on sales forecasting of discrete 
products or services [4, 6, 7, 31-74], excluding publications 
of the authors from further analysis. This limited number of 
publications dedicated to the use of NN in business 
forecasting for demand planning verifies previous studies 
[11] and explains the large attention the sparse publications 
in the field receive. For example, the International Journal of 
Forecasting ranked publications on NN as the second and 
fourth most requested papers in 2001 and 2002 [75], and 
since then ranked two NN papers consistently in the top 15 of 
their quarterly bestseller list. 

3. Evaluation framework 

Following, we propose an extended evaluation framework for 
the application of NN in business forecasting based upon to 
allow a distinction between superior publications prepared 
with necessary scientific rigor in experiment design, 
execution and documentation from less objective results. We 
extend original research by Adya and Collopy [11] and an 
earlier study [30] by integrating principles from the extensive 
experiences on systematic method evaluations through 
competitions in the business forecasting domain [76-78]. 
The derived framework may serve a variety of purposes. 
Firstly, the systematic evaluation of previous publications on 
NN for sales forecasting identifies those publications with 
superior quality in order to enhance progress in NN 
applications on their findings and to extract mutual best 
practice from the group of leading modelling approaches. 
Also, it may direct further research into the systematic re-
evaluation, confirmation and refinement of superior 



heuristics and the re-publication of prominent but biased 
studies, to prevent further reuse of suboptimal designs, e.g. 
[79-81]. In addition, it may help to identify gaps in current 
research and practice through dedicated research on common 
or neglected problems. Moreover, users of NNs with limited 
experience could use the experiment design of those studies 
identified as superior as a guideline for their individual 
modeling process, avoiding common mistakes based upon 
suboptimal and misleading publications. Finally, the 
framework may serve as a guideline for robust experimental 
designs based on “forecasting principles” for data pre-
processing, architecture selection, training and 
documentation of NN experiments [76]. 
The framework aims to evaluate the validity and reliability of 
a publication in two dimensions: an objective degree of 
reliability through documentation and a more subjective 
degree of validity based upon the application of verified 
empirical knowledge. We construct a scoring model, 
awarding points for reliable documentation and consideration 
of rules to ensure validity, to derive a classification matrix of 
reliable versus unreliable and valid versus invalid 
publications. The dimensions are described below in detail. 
We extend an earlier framework of a simple, unweighted 
scoring model by introducing a weighting scheme derived 
from expert feedback on the relative importance of individual 
issues gathered at round-table discussions. In addition, we 
allow for a set of fundamental flaws seriously questioning the 
validity of the experiment and the publication as a whole. 
Most notably, this refers to the frequently observed lack of or 
inadequate use of out-of-sample data, i.e. during 
parameterization through early stopping, for identifying 
appropriate network structures or selecting a single best 
topology. If the appropriate use out ex ante evaluation is not 
adhered to or not documented, the experimental results are 
seriously questionable and should be discarded. The studies 
not meeting these knock-out (KO) criteria will be specially 
marked and effectively dropped from the evaluation.  

3.1. Degree of reliability through documentation 

In order to disseminate experiences and knowledge on 
modeling NNs for business forecasting the experiments must 
be reliable. To assure reliability, published experiments 
should allow their unbiased interpretation, reevaluation, 
reconstruction and consequently consistent results in re-
simulation through sufficient documentation. Following, we 
consider reliability to be the degree, to which independent 
experiments using the same network, datasets, parameters 
and modeling heuristics lead to consistent results limiting 
measurement or documentation errors. This necessitates a 
sufficient documentation of all free parameters and heuristics 
applied in model building, training and application. We 
developed 5 categories with 30 unweighted criteria to 
sufficiently characterize an NN forecasting experiment: 

1) Data Selection and Preprocessing  
a) Data type & origin documented 

b) Uni- (time series) or multivariate data (causal) 
c) Removal of trend and/or seasonality from data*  
d) Scaling of Data* 
e) Amount of observations used for training  
f) Amount of observations used for validation 
g) Amount of observations used for testing 

2) Network Architecture  
a) Number of input units used for all architectures 
b) Number of hidden units used for all architectures 
c) Number of output units used for all architectures 
d) Number of layers of nodes used from in- to output 
e) Transfer function used in hidden layers  
f) Output function used in output layer  
g) Shortcut connections (input  output layer) used* 
h) Iterative t+1 or multiple-step-ahead forecasts  
i) Architecture (in-hidden-out) of best network  

3) Network Training  
a) number of lagged & explanatory variables 
b) Number of iterations / epochs of data presentation  
c) Training method used for parameterization  
d) Objective / error function used for minimization  
e) (Early) stopping criteria used in training * 
f) Number of re-initializations for successive training  
g) Size of learning rate 
h) Size of momentum term  

4) Network Architecture Selection  
a) Method used to find optimal network *  
b) Method to find the “optimum” number of input units 
c) Heuristic to determine ratio input to hidden units* 

5) Network Evaluation  
a) Training Error and/or Validation error  
b) Test error for generalization  
c) Robustness of errors through initializations 

Each criterion is attributed one point if reported and 
documented. For attributes allowing alternatives or choices, 
e.g. in preprocessing data through optional scaling or trend-
removal, a criterion is marked with * and a point is accredited 
if a method was used and the name or description of the 
method used was given as well as stating that no scaling had 
taken place, with no point given if scaling was not mentioned 
at all. During evaluation, no assumptions of implicit 
modeling are made; e.g. if an author reports using the 
backpropagation learning algorithm, we do not presume use 
of a logistic transfer function as originally proposed by [82]. 
In order to gain all points, the learning rule used and the 
transfer function must be reported separately. The maximum 
score achievable is 30 points for complete documentation of 
the experiments. 

3.2. Degree of validity through experiment design 

As a second criterion, we attempted to determine the degree 
of validity of the experimental setup and results for the field 
of business forecasting in sales and demand planning. We 
consider a publication as valid based upon its adherence to 
empirical rules firmly established in NN modeling as well as 



business forecasting, such as the comparison to alternative 
forecasting methods. All criteria are weighted based upon 
expert evaluation at a conference round table discussion, and 
may therefore be subjectively biased. As deriving a metric 
weighting scheme appeared infeasible, we ranked each 
criterion. The use of hold-out data for the final evaluation is 
well established in both forecasting and NN domains, and 
constitutes a third category of KO criteria to reflect its 
importance on the overall experimental validity. We derive 3 
categories of 12 criteria, allowing a maximum of 42 points. 

1) Validity of Forecasting Experiment Setup 
a) Comparison of NNs with established methods (6p.) 

Relative performance between competing NN models 
must be evaluated against benchmark methods such as 
the naïve (random walk) and standard statistical 
methods established in the empirical domain, such as 
exponential smoothing or ARIMA methods [11]. 

b) Use of alternative non-quadratic error measures (5p.) 
Different error measures induce different biases in 
evaluation forecasting performance. Consequently, 
various error measures should be used for evaluation, 
while quadratic error measures should be avoided [83].  

c) Evaluation of multiple time origins (4p.) 
Due to the variance in data, different models may be 
selected depending on the chosen time origin to split 
training, validation and test dataset. Consequently, 
performance must be evaluated and across different 
time origins [83].  

d) Use of real time series data  (3p.) 
In order to evaluate the performance of methods or 
heuristics in real world problems we need to evaluate 
performance on representative time series. Synthetic 
data does not always ensure equivalent complexities or 
properties as generated by real markets.  

e) Evaluation of adequate forecasting horizons (2p.) 
In case of an empirical problem requiring a forecasting 
horizon of more than a t+1 forecast, the forecasting 
performance should be evaluated by an iterative t+1 
forecast based upon previous predictions or a 
simultaneous multiple step ahead forecast t+1,…,t+n.  

f) Public availability of data material (1p.) 
If the data is not publicly available, even if rescaled to 
adhere to privacy regulations, a verification of the 
results is impossible. Therefore, an evaluation of 
heuristics on public data may further its validity.  

2) Validity of Neural Network Experiment Setup 
a) Scaling of data prior to NN training (6p.) 

Scaling input data towards the upper and lower bound 
of the transfer function is essential to facilitate 
convergence in training [7, 84, 85]. 

b) Use of multiple initializations for each NN model (5p.) 
In order to account for local search methods in training, 
each NN model must be initialized, trained and 
evaluated at least 10 times with randomized starting 
weights in order to allow robust network selection. 

c) Systematic evaluation of different NN topologies (4p.) 
Different NN topologies instead of a single, arbitrarily 
chosen architecture should be evaluated, as the NN 
design significantly impacts its performance. 
Evaluating and selecting the “best” NN architecture 
represents one of the dominant problems in modeling. 

d) Convergence of NN model (3p.) 
The NN needs to demonstrate robust minimization of 
the objective function over the training set and the 
validation set to show that it has continuously learned 
the underlying generator in the data. [11] and to 
identify overparameterization [35, 86]. 

e) Stability of NN results (2p.) 
The criterion of stability evaluates the robustness of the 
trained model through evaluation on different test 
datasets from re- or multiple sampling [11]. 

f) Use of sufficient observations in testing (1p.) 
Even for stationary time series training and evaluation 
of the ex-post performance on less than 100 
observations questions the statistical validity and 
reliability due to the high sampling variability from 
noise in real data series [11]. While data availability 
may render this infeasible on real datasets, the 
experimental design needs to set aside sufficient test 
data, i.e. multiple seasons motivated by the time series 
structure or from the application problem. 

3) Validity of the overall Experimental Results 
a) Out-of-sample evaluation of NN performance (KO) 

Data must be split up in distinct sets for parameter-
ization and ex ante testing, requiring three datasets of 
which only training and validation data may be used for 
early stopping and model selection [11]. The set-aside 
or hold-out test dataset may not be used for any 
decisions within the modeling process, to avoid biases. 
Despite lack of empirical rules the training set should 
consist of no less than 50% of the data [29, 35].  

b) Generalization of NN model (KO) 
The NN needs to demonstrate robust minimization on 
the hold-out test data in addition to convergence, to 
demonstrate lack of overfitting and its ability to 
extrapolate values outside the learned datasets [11]. 

The criteria selected for the degree of validity impose certain 
subjectivity to our scoring model. However, most criteria 
represent proven or established recommendations. 

4. Application of the Evaluation framework  

We applied the evaluation framework developed above to the 
47 publications on sales forecasting using NNs. The results 
proved disappointing. Only 19% of the publicationsachieved 
a high score of 61-70% reliability, with half the publications 
achieving less or equal than 50% reliability. On the other 
hand, only 1 publication (2%) achieved less than 30% 
reliability, showing a large number of partially documented 
experiments. This confirms a common criticism in NN 



modeling that most authors do not document their studies 
well enough, prohibiting a remodeling of experiments or 
successful NN architectures in similar problems. Table 1 
gives an overview of the frequencies encountered. 

Tab. 1: Degree of reliability by class and frequency. 
Summery - Degree of documentation

Class Frequency Cumulative % Class Frequency Cumulative %
0% 0 0,00% 60% 8 25,00%

10% 0 0,00% 50% 7 46,88%
20% 1 3,13% 30% 6 65,63%
30% 6 21,88% 70% 6 84,38%
40% 4 34,38% 40% 4 96,88%
50% 7 56,25% 20% 1 100,00%
60% 8 81,25% 0% 0 100,00%
70% 6 100,00% 10% 0 100,00%
80% 0 100,00% 80% 0 100,00%
90% 0 100,00% 90% 0 100,00%

100% 0 100,00% 100% 0 100,00%
 

Analyzing the degree of validity we find similar results. Over 
80% of all publications did not reach half of the potential 
score. Even worse, only 4 publications achieved more than 
60% of all points, questioning the scientific rigor applied in 
modeling NN for sales forecasting in general. The results are 
displayed in Table 2. 

Tab 2: Degree of validity by class and frequency 
Summery - Degree of validity 

Class Frequency Cumulative % Class Frequency Cumulative %
0% 0 0,00% 30% 9 28,13%

10% 0 0,00% 40% 8 53,13%
20% 2 6,25% 50% 8 78,13%
30% 9 34,38% 60% 5 93,75%
40% 8 59,38% 20% 2 100,00%
50% 8 84,38% 0% 0 100,00%
60% 5 100,00% 10% 0 100,00%
70% 0 100,00% 70% 0 100,00%
80% 0 100,00% 80% 0 100,00%
90% 0 100,00% 90% 0 100,00%

100% 0 100,00% 100% 0 100,00%
 

In combining both evaluations, we derive a portfolio matrix 
to determine the overall quality of publications in NN for 
sales forecasting, as displayed in fig. 3. The individual 
quadrants indicate publications of particular validity and 
reliability. It must be observed, that highly reliable studies of 
invalid results in the upper left quadrant may not contribute 
to acquired knowledge, unless its experiments are extended 
towards a more valid setup. In contrast, studies in the lower 
right quadrant display a highly valid experimental setup, yet 
lack reliability from sparse documentation of the studies. 
While this may be attributed to space restrictions or less 
technical focus of the journal or conference, it hinders the 
replicability of studies. However, these shortcomings could 
be amended through ex post documentation, i.e. providing 
setups and appendices on the web or through personal 
enquiry, and therefore show more promise to contribute to 
ongoing research. The publications in the upper right 
quadrant identify a category of “must read” publications. In 
addition to the findings above, a correlation between reliable 
and valid publications becomes evident, identifying that those 

publications with a high degree of documentation also took 
common recommendations and best practices in modeling 
into account. Consequently, the best publications [31, 87, 88] 
may be preferred as an introduction for sales forecasting 
problems and to derive modeling recommendations. 
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Fig.2: Portfolio Analysis of the evaluation framework, with triangles 

denoting studies which identified ex ante testing and dots identifying studies 
without explicit use or mentioning of out-of-sample evaluation and  

In addition to the findings mentioned above, a correlation 
between reliable and valid publications becomes evident, 
identifying that those publications with a high degree of 
documentation also took common recommendations and best 
practices in modeling into account. Consequently, the best 
publications [31, 87, 88] may be preferred as an introduction 
for sales forecasting problems and to derive modeling 
recommendations. 
Some of our findings seem particularly worth mentioning. 
Most surprisingly and alarmingly, only 10 publications (22%) 
reported the essential splitting of data into training, validation 
and test set for their experiments, significantly questioning 
their validity. Publications with a high level of validity seem 
more prone to respect this most important rule in modeling, 
regardless of time of publication [68, 69], although more 
recent studies tend to explicitly document this more often. 
The percentages given refer only to the number of 
publications who did report the criteria in question. Most 
publications focus on standard network architectures: all 
authors (100%) used at least one three-layered multilayer 
perceptron in one of their experiments, with 37 publications 
(84%) applying the standard backpropagation learning rule 
and 41 authors (94%) using only 1 output unit and one-step-
ahead forecasts. In internal processing, 41 authors (93%) 
preferred the sigmoid transfer function in hidden nodes with 
50% of the authors using the sigmoid function as an output 
function, 42% using the linear function and 8% applying the 
hyperbolic tangent. Interestingly, although 42 authors (96%) 
constructed and compared more than one NN topology, only 
18 (41%) reported their best network topology, questioning 
the relevance of the published results for others. 
In 35 publications (81%) the NN results were compared to 
other forecasting methods as a benchmark, such as naïve, 



ARIMA or regression models, with NNs outperforming the 
other methods in 40 publications (92%). However, 
dominance of NNs over conventional methods may not be 
derived from this, especially as 2 of the 6 best studies in 
reliability and validity show only mixed results.  
Considering preprocessing of data, only 20 (47%) of the 
publications reported scaled data, with only 13 publications 
(30%) removing trend and seasonality, 26 (60%) removing 
trend and/or seasonality for some experiments and 4 (10%) 
stating that trend and seasonality were not removed on 
purpose. 17 authors (40%) reported that the data used is 
publicly available.  
Most authors evaluated their predictions by only one error 
measure, with no error measure dominating for the ex-post 
evaluation. The mean-squared error, mean square percentage 
error, rooted mean square error, mean absolute error, mean 
absolute percentage error and other error measures were 
used, despite obvious shortcomings of using only one error 
measure, and especially squared error measures, despite a 
substantial discussion in the business forecasting domain. 
Most disappointingly, no publication reported the NNs ability 
to generalize and only 3 (6%) reported that their results were 
stable without documenting to what extent. While it is not 
surprising, that most NN research originating in the 
disciplines of Physics, Engineering and biological 
Neuroscience are unaware of basic principles in Business 
Forecasting [76], leading to questionable publications, most 
publications in the domain of sales forecasting itself seem to 
omit research findings from the application domain.  

5. Conclusion 

We developed an evaluation framework to evaluate the 
overall quality of publications in the field of business 
forecasting with an evaluation in the domain of sales 
forecasting for demand planning. Our analysis demonstrates 
that most publications lack the necessary degree of 
documentation as well as scientific rigor to allow valid and 
reliable analysis of competing NN architectures, learning 
schemes and heuristics. The majority of the relevant 
publications do not allow a re-simulation from the published 
experiment design, questioning their findings. In addition, 
most publications show a lack of validity, not following 
necessary policies when modeling and implementing NNs. 
Combining the findings of reliability and validity, a 
correlation of the degree of rigor used in documentation with 
the degree of validity becomes evident, hinting that some 
authors follow a scientific approach to publishing NN 
experiments while others endanger the progress in research 
and application of NNs for forecasting through suboptimal 
experiments. As a large proportion of publications on sales 
forecasting seem to disregard established practices and 
recommendations within their domain, this rather disturbing 
‘state-of-the-art” in NN forecasting indicates the need for 
more attention and further research to the matter. 

For further research, we seek to extend our current analysis to 
incorporate a more valid weighting scheme for criterion 
validity and reliability, using conjoint analysis at an 
upcoming conference special session. In analyzing the 
results, we need to distinguish further between conference 
and journal publications. In addition, we seek to relate the 
achieved score in validity and reliability to the publishing 
institution and media, possibly indicating differences in 
scientific rigor between journals of different rank and 
conferences of different esteem. 
For future publications, we recommend an emphasis on 
documenting models, processes, experiment design and 
results as well as taking knowledge from the domain of NN 
modeling and business forecasting into consideration. We 
hope that our framework may contribute as a guide to future 
experiment designs, disseminate knowledge between the 
domains and to pinpoint publications with high validity and 
reliability for future applications and research.  
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