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Abstract. In competitive consumer markets, data mining for customer relationship 
management faces the challenge of systematic knowledge discovery in large data 
streams to achieve operational, tactical and strategic competitive advantages. Methods 
from computational intelligence, most prominently artificial neural networks and 
support vector machines, compete with established statistical methods in the domain 
of classification tasks. As both methods allow extensive degrees of freedom in the 
model building process, we analyse their comparative performance and sensitivity 
towards data pre-processing in real-world data. In addition to simpler configuration, 
support vector machines robustly outperformed various neural network paradigms in 
classification. Consequently, they are recommended as a contemporary method for 
data mining in analytical customer relationship management. 
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1 INTRODUCTION 

The customers of a company are regarded as valuable business resources in 
competitive markets, leading to efforts to systematically prolong and exploit existing 
customer relations. Therefore, the strategies and techniques of customer relationship 
management (CRM) required to gain knowledge about customer behaviour and 
preferences through data mining of large databases has received increasing attention 
in management science. 

In data mining, conventional statistical methods routinely applied to classification 
tasks suffer certain drawbacks in their inability to capture non-linear coherences in 
addition to requiring a priori assumption for the model building process. Recently, 
various paradigms of artificial neural networks (ANN) and support vector machines 
(SVM) capable of solving classification problems in similar domains, have found 
consideration in practice, promising effective and efficient solutions for managerial 
classification problems in real-world applications. However, successful applications 
to CRM related tasks are still limited. Additionally, both classes of soft computing 
methods allow severe degrees of freedom in the model-building process through 
extensive parameters. In addition, different variations of data pre-processing through 
scaling, encoding etc. raise degrees of freedom prior to the actual data mining phase 
even further.  

In empirical business decisions, performance may not only be based on selecting 
the most effective method, achieving the lowest classification error, but also the most 
efficient and robust method, balancing the potential trade-off between costs, time and 
quality in order to derive a solution considered pre-eminent in real world scenarios. 



Subsequently, we conduct an experimental evaluation of the competing methods in 
the domain of aCRM, striving to exemplify the adequacy and performance of ANN 
versus SVM for the task of response optimisation based upon an empirical, numerical 
experiment from an ongoing project with a large publishing house.  

Following a brief introduction to data mining within CRM, section 3 assesses the 
competing approaches of different ANN paradigms and SVMs in classification tasks, 
highlighting the degrees of freedom in the modelling process. This is followed by an 
experimental evaluation of their competitive performance on an empirical dataset in 
section 4. Conclusions are given in section 5. 

2 DATA MINING IN CUSTOMER RELATIONSHIP MANAGEMENT 

2.1 Motivation and Process of Knowledge Discovery in Databases  
In an increasingly competitive market, caused by inconsistent consumer behaviour, 
escalating globalisation and the extending possibilities to conduct business over the 
internet in a recessive global economy, the customers of a company are regarded as 
key business resources [26]. Consequently, (aCRM) has received increasing attention 
in management science as a systematic approach to strategically prolong and exploit 
these valuable customer relations, providing the tools and infrastructure to record and 
analyze customer centred information in order to build up longer lasting and more 
profitable customer relationships [3, 10]. The analytical process of collecting, 
assembling and understanding the profound knowledge about customer behaviour and 
preferences in aCRM is referred to as knowledge discovery in databases (KDD).  

The process of KDD (see Fig. 1), is initiated by formulating an economical goal as 
a prerequisite, building the general framework of analytical techniques. Following the 
phase of data selection, where utilisable data sets are evaluated, catalogued and 
combined with external data to extract a raw data set for further processing and to 
achieve data understanding, the following phase of data pre-processing and cleaning 
is most important and crucial to the quality of the KDD process and the final results. 
Identification and removal of missing values, deciding on strategies for handling 
noisy data, accounting for time-sequence information and correlation are subject to 
this stage, as well as the selection of a suitable sampling strategy to consider 
computational cost, memory requirements, accuracy of estimator, and the general 
sampling approach (random, stratified, under-/over-/ average sampling) to derive an 
efficient sample size [20, 29, 49], as the use of all available data may prove to be 
computationally inefficient or even prohibitive for real world problems. Subsequently, 
data transformations are required to ensure a mathematical feasible data format for the 
proceeding application of a specific data mining algorithm, mainly encoding attributes 
of nominal or ordinal scale, standardizing numerical data to predefined intervals or 
reduction of dimensionality and feature construction through principal component 
analyses etc. 

Utilising the processed and transformed data set, the stage of data mining consist of 
selecting and applying a suitable data mining method [27, 28] in order to identify 
hidden patterns in the data relevant to business decisions [7] through a partially 
automated analysis. Combining a robust model with contemporary relational database 
systems and the emergent culture of data integration, data mining promised to 
capitalize on customer knowledge formerly buried within the information systems 
[67]. The results must be evaluated not only regarding precision and statistical 



significance but also economical relevance. A more detailed discussion about KDD 
and different stages can be found in [14]. 

Although the activities described above follow a linear sequence, KDD usually 
follows a highly recursive structure, typically partitioning the data set into a training 
sample, used to parameterize the data mining method, and a hold-out or generalisation 
set, enabling evaluation of the results obtained on the basis of unseen data. The usage 
of data never entering the training or model building stage for evaluation is crucial, as 
we are ultimately interested in discovering patterns, which are generally applicable. If 
the evaluation reveals insufficient generalisation performance, it’s common practice 
to go back to a previous stage in the KDD process, trying to improve by changing for 
example the applied data mining method, sampling strategy or any other component 
of the overall process. 

 

 
Fig. 1: Data mining in the process of knowledge discovery in databases [14] 

2.2 Data Mining in analytical customer relationship management 
Data mining activities may be distinguished in distinct processes categories [39]. 
While discovery focuses on searching a database for hidden patterns without a 
predefined hypothesis about the nature of the pattern and deriving a model of the 
causal generator of the data, predictive modelling aims to predict future behaviour 
based upon the model previously discovered in patterns. Forensic Analysis applies the 
extracted model or patterns to find anomalies in the data. Generally, a model of a 
structural dependency derived from data may be used for explanation, differentiation 
of extrapolation into the future. 

The data mining objective defines the use of a segmentation, association; regression 
or classification model; see [24] for an elaborate discussion. Data mining problems in 
the aCRM domain, such as response optimisation to distinguish between customers 
who will react to a mailing campaign or not, churn prediction, in the form of 
classifying customers for churn probability, cross-selling, or up-selling are routinely 
modelled as classification tasks, predicting a discrete, often binary feature using 
empirical, customer centred data of past sales, amount of purchases, demographic or 
psychographic data etc.  



Conventional statistical methods of logistic regression, discriminant analysis or 
decision trees are routinely applied to data mining. However, most conventional 
statistical methods suffer certain drawbacks in real-world scenarios due to their 
inability to capture nonlinear coherences in addition to requiring a priori assumption 
for the model building process. Recently, various architectures from computational 
intelligence and machine learning, such as artificial neural networks (ANN) and 
support vector machines (SVM) have found increasing consideration in practice, 
promising effective and efficient solutions for managerial classification problems in 
real-world applications through robust generalisation in linear and non-linear 
classification problems, deriving relationships directly from the presented sample data 
without prior modelling assumptions. 

Following, we will give a brief discussion on the different classification approaches 
of the competing soft computing methods  

3 COMPETING SOFT COMPUTING METHODS FOR CLASSIFICATION  

3.1 Learning Machines for Classification 
Data driven methods from computational intelligence share the common approach of 
learning machines in classification for data mining [17]. Let all relevant and 
measurable attributes of an object, e.g. a customer, be combined in a vector x and the 
set { ,..., }i nX = x x  denotes the input space with n objects. Each object belongs to a 
discrete class y Y∈  and we will refer to a pair ( , )yx  as an example of our 
classification problem. Presuming that it is impossible to model the relationship 
between attribute vector x and class membership y directly, either because it is 
unknown, to complex or the data is corrupted by noise, and that a sufficient large set 
of examples 1 1(( , ),..., ( , )) ( )l

l lS y y X Y= ⊆ ×x x  is available, we can incorporate a 
machine to learn the mapping between x and y. The learning machine is actually 
defined by a set of possible mappings ( , )x f→ x α , where the functions ( , )f x α  
themselves are labeled by the adjustable parameter vector α [7]. The objective is to 
modify the free parameters α  to find a specific learning machine which captures the 
relationships in the training examples, ( ) (1,..., )i if y i i≈ ∀ =a x , incrementally 
minimizing a given objective function and generalizing the problem structure within 
to allow correct estimation of unseen objects on the basis of their attribute values ix . 

For most questions of parameterisation only rules of thumb are known. Answers 
that are valid for all kinds of problems cannot be given – each problem needs its own. 
Therefore, knowledge not only in the field of soft computing but also in the problem 
domain is necessary. Following, we outline the specific modelling-properties for 
classification for alternative network paradigms. For a comprehensive discussion 
readers are referred to [4, 8, 17, 36, 38] 

3.2 Multilayer Perceptrons 
Multilayer perceptrons (MLPs) represent the most prominent and well researched 
class of ANNs in classification, implementing a feedforward, supervised and hetero-
associative paradigm [4, 36, 51]. MLPs consist of several layers of nodes ju , 
interconnected through weighted acyclic arcs ijw  from each preceding layer to the 



following, without lateral or feedback connections [4, 31, 32, 36].1 Each node 
calculates a transformed weighted linear combination of its inputs of the form 

( )T
actf w o , with o  the vector of output activations jo  from the preceding layer, Tw  

the transposed column vector of weights ijw , and actf  a bounded non-decreasing non-
linear function, such as the linear threshold or the sigmoid, with one of the weights 

0 jw  acting as a trainable bias jθ  connected to a constant input 1oo =  [36]. Fig. 2 
gives an example of a MLP with a [3-4-1] topology: 

 

 
Fig. 2: Three layered MLP showing the information processing within a node, using a weighted sum 

as input function, the logistic function as sigmoid activation function and an identity output function.  

 
For pattern classification, MLPs adapt the free parameter w  through supervised 

training to partition the input space through linear hyperplanes. To separate distinct 
classes, MLPs approximate a function of the form ( ) : →g X Yx  which partitions the 
X space into polyhedral sets or regions, each one being assigned to one out of the m 
classes of Y. Each node has an associated hyperplane to partition the input space into 
two half-spaces. The combination of the individual, linear node-hyperplanes in 
additional layers allows a stepwise separation of complex regions in the input space, 
generating a decision boundary to separate the different classes [36]. The orientation 
of the node hyperplanes is determined by the relative sizes of ijw  in w  including the 
threshold jθ  of a node ju , modelled as an adjustable weights 0 jw  to all nodes ju  to 

offset the node hyperplane along w  for a distance θ= jd w  from the origin to allow 
flexible separation. [30] The node non-linearity actf  determines the output change as 
the distance from x to the node hyperplane. In comparison to threshold activation 
functions with a hard-limiting, binary class border, the hyperplanes associated with 
sigmoid nodes implement a smooth transition from 0 to 1 for the separation [23] 
allowing a graded response depending on the slope of the sigmoid function and the 
size of the weights. The desired output as a binary class membership is often coded 
with one output node { }0;1=iy  or for multiple classification n nodes with 

( ) ( ){ }0,1 ; 1,0=iy  respectively [23]. 
 

                                                 
1  We count all L layers of a network, with L-1 active, computing layers excluding the input layer, 

instead of the layers of trainable weights due to the possibility of shortcut connections etc.  



The representational capabilities of a MLP are determined by the range of 
mappings it may implement through weight variation. [36] Single layer perceptrons 
are capable of solving only linearly separable problems, correctly classifying data sets 
where the classes may be separated by one hyperplane [36]. MLPs with three layers 
are capable to approximate any desired bounded continuous function. The units in the 
first hidden layer generate hyperplanes to divide the input space in half-spaces. Units 
in the second hidden layer form convex regions as intersections of these hyperplanes. 
Output units form unisons of the convex regions into arbitrarily shaped, convex, non-
convex or disjoint regions [1, 45]. Fig. 3 exemplifies this in a [2-6-2-1] network. 

 
Fig. 3: Partitioning of the input space by linear threshold-nodes in an ANN with two  hidden layers 

and one output node in the output layer and examples of separable decision regions [9]. For sigmoid 
activation functions smooth transitions instead of hard lined decision boundaries would be formed.  

 
Given a sufficient number of hidden units, a MLP can approximate any complex 

decision boundary to divide the input space with arbitrary accuracy, producing a (0) 
when the input is in one region and an output of (1) in the other [28]. This property, 
known as a universal approximation capability, poses the essential problems of 
adequate model complexity in depth and size, i.e. the number of nodes and layers, and 
controlling the network training process to prevent overfitting. As perfect 
classification on training data does not necessitate generalisation for optimal 
separation of previously unseen data, simpler models with fewer parameters and 
training using early-stopping with out-of-sample evaluation on separate datasets are 
generally preferred. 

The network paradigm of MLP offers extensive degrees of freedom in modelling 
for classification tasks. Structuring the degrees of freedom, each expert must decide 
upon the static architectural properties P, the signal processing within nodes U, 
learning algorithm L and the pre-processed datasets D [15] in order to achieve the 
design goal, characterised through the objective function or error function O [22], 
calling for decisions upon ANN=[P, L, U, D, O]. The topology of the net is 
determined through the size NS and depth NL, of the network (number of layers, 



number of nodes in each hidden layer and coding of output vector through nodes in 
the output layer2), connectivity of the weight matrix K (fully or sparsely connected, 
shortcut connections etc.) and the activation strategy T (feedforward or with 
feedback): P=[NS, NL, K, T]. The signal processing within nodes, is determined by 
input function S (weighted sum or product, distance measures etc.), activation 
function A (tanh, logistic, sin, etc. with offsets, limits etc.) and output function F 
(linear, winner takes all variants or softmax), leading to U=[S,A,F]. Decisions 
concerning the learning algorithm encompass the choice of learning algorithm G 
(backpropagation, one of its derivatives, higher order methods or heuristics etc.), the 
complete vector of learning parameters for each individual layer and different phases 
in the learning process PTL, the procedure IP and number of initialisations for each 
network IN and the choice of the stopping method for the selection of the best network 
solution B. For classification, minimizing a squared error measure as the objective 
function O is inapplicable, as the goal is maximisation of correct classification. 
Consequently, the specification requires decisions upon 
MLP=[[NS, NL, K, T], [S, A, F], [G, PT, IP, IN, B], D, O], with the question of data 
pre-processing pre-determined for all competing methods in an early step of the 
knowledge discovery process.  

3.3 Learning Vector Quantisation 
Learning Vector Quantisation (LVQ) is a supervised version of vector quantisation, 
similar to Selforganising Maps (SOM) based on work of LINDE et al. [4, 13, 18], 
GRAY [33] and KOHONEN (see [21, 25] for a comprehensive overview). It can be 
applied to pattern recognition, multi-class classification and data compression tasks, 
e.g. speech recognition, image processing or customer classification. As supervised 
method, LVQ uses known target output classifications for each input pattern of the 
form ( , )yx . 

LVQ algorithms do not approximate density functions of class samples like Vector 
Quantisation or Probabilistic Neural Networks do, but directly define class boundaries 
based on prototypes, a nearest-neighbour rule and a winner-takes-it-all paradigm. The 
main idea is to cover the input space of samples with ‘codebook vectors’ (CVs), each 
representing a region labelled with a class. A CV can be seen as a prototype of a class 
member, localized in the centre of a class or decision region (‘Voronoї cell’) in the 
input space. As a result, the space is partitioned by a ‘Voronoї net’ of hyperplanes 
perpendicular to the linking line of two CVs (mid-planes of the lines forming the 
‘Delaunay net’; see Fig. 4). A class can be represented by an arbitrarily number of 
CVs, but one CV represents one class only. 

 

                                                 
2  The number of input nodes is pre-determined through data coding and variable selection. 



 
Fig. 4: Tessellation of input space into decision/class regions by codebook vectors  

represented as neurons positioned in a two-dimensional feature space. 

 
In terms of neural networks a LVQ is a feedforward net with one hidden layer of 
neurons, fully connected with the input layer. A CV can be seen as a hidden neuron 
(‘Kohonen neuron’) or a weight vector of the weights between all input neurons and 
the regarded Kohonen neuron respectively (see Fig.5). 

 

 
Fig. 5: LVQ architecture: one hidden layer with Kohonen neurons, adjustable weights between input 

and hidden layer and a winner takes it all mechanism 

 
Learning means modifying the weights in accordance with adapting rules and, 

therefore, changing the position of a CV in the input space. Since class boundaries are 
built piecewise-linearly as segments of the mid-planes between CVs of neighbouring 
classes, the class boundaries are adjusted during the learning process. The tessellation 
induced by the set of CVs is optimal if all data within one cell indeed belong to the 
same class. Classification after learning is based on a presented sample’s vicinity to 
the CVs: the classifier assigns the same class label to all samples that fall into the 
same tessellation – the label of the cell’s prototype (the CV nearest to the sample).  

The core of the heuristics is based on a distance function – usually the Euclidean 
distance is used – for comparison between an input vector and the class 



representatives. The distance expresses the degree of similarity between presented 
input vector and CVs. Small distance corresponds with a high degree of similarity and 
a higher probability for the presented vector to be a member of the class represented 
by the nearest CV. Therefore, the definition of class boundaries by LVQ is strongly 
dependent on the distance function, the start positions of CVs, their adjustment rules 
and the pre-selection of distinctive input features.  

The basic LVQ algorithm LVQ1 rewards correct classifications by moving the CV 
towards a presented input vector, whereas incorrect classifications are punished by 
moving the CV in opposite direction. The magnitudes of these weight adjustments are 
controlled by a learning rate which can be lowered over time in order to get finer 
movements in a later learning phase. Improved versions of LVQ1 are KOHONEN’s 
OLVQ1 with different learning rates for each CV in order to get faster convergence 
and LVQ2, LVQ2.1 and LVQ3. Since LVQ1 tends to push CVs away from Bayes 
decision surfaces, it can be expected to get a better approximation of the Bayes rule 
by pairwise adjustments of two CVs belonging to adjacent classes. Therefore, in 
LVQ2 adaptation only occurs in regions with cases of misclassification in order to get 
finer and better class boundaries. LVQ2.1 allows adaptation for correctly classifying 
CVs, too, and LVQ3 leads to even more weight adjusting operations due to less 
restrictive adaptation rules. All these algorithms are intended to be applied as 
extension to previously used (O)LVQ1 (KOHONEN recommends an initial use of 
OLVQ1 and continuation by LVQ1, LVQ2.1 or LVQ3 with a low initial learning 
rate). For a comprehensive overview and also details of heuristic learning algorithms 
of LVQ, readers are referred to standard ANN literature, e.g. [42] or [50]. More 
detailed information can be found in the above mentioned work of KOHONEN, or for 
specialized topics, e.g., in [11]. A good overview of statistical and neural approaches 
to pattern classification is given by [48] or [51]. Besides the above mentioned 
standard algorithms from KOHONEN, several extensions from various authors are 
suggested in literature, e.g. LVQ with conscience [34], Learning/Linear Vector 
Classification (LVC) [45], Dynamic LVQ (DLVQ) [46] or Distinction Sensitive LVQ 
(DSLVQ) [6]. In [47] LVQ algorithms are discussed and combined with genetic 
algorithms in order to select and weight useful input features automatically by 
weighted distances. Newer developments are LVQ4-algorithms with promising 
performance and results [8].  

The accuracy of classification and, therefore, generalisation and the learning speed 
depend on several factors. Basically the developer of a LVQ has to prepare a learning 
schedule, a plan which LVQ-algorithm(s) – LVQ1, OLVQ, LVQ2.1 etc. – should be 
used with which values for the main parameters at different training phases. Also, the 
number of CVs for each class must be decided in order to reach high classification 
accuracy and generalisation while avoiding under- or overfitting. Additionally, the 
rule for stopping the learning process as well as the initialisation method (e.g. random 
values, values of randomly selected samples) determine the results. 

3.4 Support Vector Machines 
The original support vector machine (SVM), introduced in 1992 [2, 19, 43], can be 
characterized as a supervised learning algorithm capable of solving linear and non-
linear classification problems. In comparison to neural networks we may describe 
SVM as a feed-forward neural net with one hidden layer (Fig. 6). 

The main building blocks of SVM’s are structural risk minimisation, originating 
from statistical learning theory which was mainly developed by VAPNIK and 



CHERVONENKIS [17] , non-linear optimisation and duality and kernel induced features 
spaces [7, 8], underlining the technique with an exact mathematical framework. 

Meanwhile, several extensions to the basic SVM have been introduced, e.g. for 
multi-class classification as well as regression and clustering problems, making the 
technique broadly applicable in the data mining area; see for example [47]. 

 
Fig. 6: Architecture of SVM classifier with linear or non-linear kernel function [6]. 

 
The main idea of support vector classification is to separate examples with a linear 

decision surface and maximize the margin between the different classes. This leads to 
the convex quadratic programming problem (the primal form was omitted for brevity, 
see for example [8]). 
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The Lagrange multiplier iλ  measures the influence of the i’th learning example on the 
functional W. Examples for which iλ  is positive are called support vectors, as they 
define the separating hyperplane. C is a constant cost parameter, controlling the 
number of support vectors and enabling the user to control the trade-off between 
learning error and model complexity, regarded by the margin of the separating 
hyperplane [41]. As complexity is considered directly during the learning stage, the 
risk of overfitting the training data is less severe for SVM. The separation rule is 
given by the indicator function 

 

( ) sgn ( )i i i
i SV

d x y x x bλ
∈

 
= ⋅ + 

 
∑  , (2) 

 
using the dot product between the pattern to be classified (x), the support vectors and 
a constant threshold b. 

For constructing more general non-linear decision functions, SVMs implement the 
idea to map the examples from input space X into a high-dimensional feature space Ψ 
via an a priori chosen non-linear mapping function. The construction of a separating 



hyperplane in the features space leads to a non-linear decision surface in the original 
space; see Fig. 7. Expensive calculation of dot products in a high-dimensional space 
can be avoided by introducing a kernel function  [5]. Leaving the algorithms almost 
unchanged, this reduces numerical complexity significantly and allows efficient 
support vector learning for up to hundreds of thousands examples. The modified 
decision function is given in Fig. 7.  

Thus, the method is very flexible as a variety of learning machines can be 
constructed simply by using different kernel functions. The conditions a function has 
to fulfil in order to be applicable as a kernel (Mercer conditions) are described in [44]. 
Common kernels include polynomials of degree d and radial basis function classifiers 
with smoothing parameter. 
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learning samples class +1
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class boundary (nonlinear)
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Fig. 7: Non-linear Φ -mapping from two-dimensional input space with non-linear class boundaries 
into a three-dimensional feature space with linear separation by a hyperplane 

 
Compared to neural networks the SVM method offers a significantly smaller 

number of parameters. The main modelling freedom consist in the choice of a kernel 
function and the corresponding kernel parameters, influencing the speed of 
convergence and the quality of results. Furthermore, the choice of the cost parameter 
C is vital to obtain good classification results, although algorithmic modifications can 
further simplify this task [16]. 

4 SIMULATION EXPERIMENT 

4.1 Problem description and objectives 
The main goal of the empirical simulation experiment is the evaluation of soft 

computing classification algorithms implemented as SVM, MLP and LVQ in a real 
world scenario of aCRM. An important objective for a large publishing house is to 
sell a second subscription to a customer, who has already subscribed one 
magazine/journal in order to generate additionally profit from a customer relation 
(‘cross selling’). Therefore, special offers of varying costs are posted to those 
customers through mailing campaigns in order to exploit their potential cross selling 
potential, aiming to maximise the response rate in form of the number of new 



subscriptions divided by the number of sales letters. By means of response 
optimisation a presumably optimal group of addressees with the highest anticipated 
response rate is chosen for the campaign. From the point of aCRM and data mining 
the problem is to identify a high probability of a second subscription based on 
attributes of customers with one subscription, e.g. the type of journal already 
subscribed. 

As various classification algorithms are capable of solving problem of this scope, 
it’s unclear which method and which parameterisation is best suited to maximise the 
response rate. Furthermore, no algorithm can directly operate on raw data and the 
necessary pre-processing stage offers an even larger variety of degrees of freedom 
making the overall task even more complicated for the business user. The empirical 
simulation delivers valuable hints about an appropriate classification technique and its 
sensitivity with regard to parameterisation and pre-processing issues. Of special 
interest is the question, if SVMs - quite new to new to the area of data mining and, 
due to the smaller number of parameters easier to manage - can compete with or even 
outperform well established techniques like neural networks. 

4.2 Experimental design 
Following, a description of the selected free modelling parameters for all methods 
used in the comparative experiments is given. A hold-out method, dividing the data 
into three separate sets was chosen to control overfitting and allow out-of-sample 
evaluation. 

The available data consisted of 300,000 customer records, which were selected for 
a previous mailing campaign. The number of subscriptions sold in this campaign was 
given with 4,019, resulting in a response quote of 1.24%. Handling the extreme 
dissymmetry in class distributions turned out to be a major challenge of our analysis. 
Usual approaches to deal with asymmetric class distributions include algorithmic 
modifications/extensions and advanced sampling strategies. As sampling was 
inevitable due to the large data set size and because MLP and LVQ do not support 
asymmetric cost functions natively the latter approach was chosen. 

As we are ultimately interested in the minority class of customer who responded in 
the last mailing, a stratified sampling technique was incorporated to increase the 
learning machines sensibility for that class. However, stratified sampling introduces 
another degree of freedom to the experiment, as an appropriate class distribution has 
to be chosen for the training set (the hold-out set was created by random sampling, 
ensuring a realistic performance evaluation). A pre-testing stage revealed, that the best 
classification results where obtained, if positive and negative examples in the training 
set where evenly distributed. To create data sets of reasonable size, stratified 
oversampling has been applied to create three disjoint data sets, described in Table 1, 
which formed the basis for all following experiments. 

 



Table 1: Data set size and structure for the empirical simulation 

 
Among the vast degrees of freedom in the pre-processing stage, the encoding of 

categorical attributes, present in almost every aCRM related analysis, and the 
selection of eligible input variables are most relevant. Therefore, the experimental set-
up consists of the combination of three commonly used encoding schemes (N 
encoding, N-1 encoding and using a single number per categorical attribute) with 
input and instance selection techniques; see Table 2. 

 
Table 2: Experimental set-up 

label main group sub group resulting number 
of attributes 

A.1 all attributes included  68 
A.2 input selection  44 
A.3 

single number encoding for 
categorical attributes 

input selection & outliner filtering  44 
B.1 all attributes included  147 
B.2 input selection  84 
B.3 

N-1 encoding for 
categorical attributes 

input selection & outliner filtering  84 
C.1 all attributes included  165 
C.2 input selection  89 
C.3 

N encoding for categorical 
attributes 

input selection & outliner filtering  89 
 
Fixing the general experimental framework, several parameterisations for MLP, 

LVQ and SVM were evaluated and their corresponding performance compared on the 
generalisation set. 

An iterative heuristic approach to determine appropriate architectures (e.g., number 
of hidden neurons) was selected for ANN. Each network was randomly initialized 
with 5 to 10 different random seeds to account for alternative starting weights. We 
selected an early stopping approach, evaluating each network’s mean classification 
rate on a validation set after r iterations and stopping the learning process after no 
increase for s iterations (with variations in r and s). For the MLP, the weighted sum 
was chosen as the input function and a hyperbolic tangent activation function in all 
hidden nodes. The output layer used a 1-of-n-code to present two different classes, 
using a softmax output function with linear activation function.  

For LVQ the algorithms LVQ1 and LVQ2.1 were used. 
Using a SVM classifier the choice of a network architecture is replaced by selecting 

an appropriate kernel function [5]. As the application of SVMs to database marketing 
problems like the one described above is still an ongoing research topic and no kind of 
prior knowledge was available, we couldn’t foresee which kernel would best suit the 
data. Hence, we selected an iterative approach, evaluating the standard linear, 

data set label data partition data set usage 
20,000 class 1 training set 
20,000 class 0 

Used to parameterise all learning algorithms for classification 

15,000  class 1 validation set 
15,000 class 0 

Used to supervise the ANNs training process (early stopping). 

1,011  class 1 generalisation set 
73,989  class 0 

Hold-out set for out-of-sample evaluation of classifier 
performance 



polynomial and Gaussian kernels with a broad range of common parameter settings as 
well as symmetric and asymmetric cost functions. 

 

4.3 Visualizing classifier performance 
To analyse the influence of pre-processing techniques on classification results, we 
evaluated classifier performance through the most common metric of classification 
accuracy, normally calculated as the ratio between correctly classified examples and 
all examples [40]. A formalisation of this approach leads to the construction of a 
confusion matrix, a cross-classification of the predicted class against the true class 
[35]. 

 
Table 3: Confusion matrix for binary classification problem  

with output domain { , }A B [5].  

  ( )e x   

  A B ∑  

A 00h  01h  0.h  
y 

B 10h  11h  1.h  

 ∑  .0h  .1h  l 

 

Thus, we can calculate classification accuracy as 00 11+h h
l

, with l denoting the size of 

the evaluation set. However, accuracy based analysis suffer from certain deficits when 
the underlining class and cost distributions are unbalanced, giving a biased and 
inappropriate evaluation for practical applications [5, 35].3 In corporate projects, 
combining a confusion matrix with case dependant misclassification cost is a valid 
and straightforward approach, leading to a cost-sensitive measure of classification 
performance.  

However, the technique of receiver operating characteristics (ROC), introduced to 
the machine learning community by PROVOST and FAWCETT [12], provides a more 
reliable way to compare classification performance independently of the underlying 
class distributions. ROC charts are based on the sensitivity (se) and specificity (sp) of 
a classifier, which can be derived from the confusion matrix [5]. Evaluating t different 
configurations4 for each learning machine and calculating the respective pairs (set , 1-
spt), we construct a ROC graph by plotting each point in two dimensional space; see 
Fig. 8. The optimal region is represented in the upper left corner, with a classifier 
realizing the furthest upper left point encompasses no errors on the evaluation data 
set. Thus, ROC analysis provides us with a powerful tool to compare different 
                                                 
3  The case of response optimisation is a good example, as the exclusion of a customer from a mailing 

campaign who would otherwise have responded leads to lost sales revenue (h10), whereas the 
wasted transactions cost for sending direct mail to a prospect who is not interested in (h01), are 
negligible in comparison. 

4  Here the term “configuration“ refers to the combination of degrees of freedom of the learning 
machines and the pre-processing stage. Thus, a fully parameterized method and a specific way of 
raw data transformation give one configuration in this sense. 



classifiers; drawing each one in ROC space we derive a visual image of their relative 
performance. Fig. 8 gives an example of two classifiers, where the one represented by 
the dashed line dominates the other for all possible class and cost distributions.  

If the class dependant costs of misclassification are known and deterministic, we 
may include iso-performance lines in the chart of the ROC-space to choose between 
different classifiers when there is no clear domination of one method [35]. An 
extension to ROC analysis, directly representing expected costs, can be found in [36]. 

 

 
Fig. 8: ROC chart for two binary classifiers showing a situation clear dominance, with the classifier 

represented by the dashed line outperforming the other classifier for all possible class distributions 
[27]. 

4.4 Experimental results 
The consolidated main results of the computational experiments are presented in 
Table 3. Sensitivity and specificity are given for each method applied to the hold-out 
set after training. 

For the application of response optimisation, the performance sensitivity is of 
predominant importance, as it measures the amount of correctly classified 
respondents. The sensitivity of SVMs was robustly higher than 50%, with 
classification rates of 58% regarded as exceptionally good for the application domain. 
For some MLPs and most LVQs the sensitivity is below 50%, indicating a dominance 
of the SVM classifier. The classification performance varies from experiment to 
experiment, proving the considerable influence of pre-processing issues. However, the 
SVM classifier shows the smallest variance, providing the most robust experimental 
results. 

 
Table 3: Main results (classification rates on hold-out set [%]) 

  Group A Group B Group C 
  A.1 A.2 A.3 B.1 B.2 B.3 C.1 C.2 C.3 

sensitivity 49,4 44,8 50,2 51,8 56,0 56,6 18,2 73,0 55,7 MLP 
specificity 58,0 61,96 36,5 55,5 55,0 52,9 86,5 38,0 55,4 
sensitivity 49,8 46,89 53,0 50,0 48,8 39,4 42,5 48,6 34,9 LVQ 
specificity 55,9 59,1 52,5 55,8 58,9 66,0 72,3 63,7 70,7 
sensitivity 51,6 51,7 50,9 57,47 58,1 54,2 51,0 52,0 55,6 SVM 
specificity 60,5 60,35 61,4 56,4 55,6 58,6 56,5 55,9 57,6 

 



Graphing the best SVM, MLP and LVQ classifier for every experiment in ROC-
space, this dominance is largely confirmed. Considering the fact, that for any class 
and cost distribution the optimal classifier has to lie on the boundary of the convex 
hull, there is only one LVQ result, which could theoretically outperform SVM for a 
specific class and cost distribution. However, as the corresponding region of the 
ROC-space has sensitivity below 0.5, it is economically irrelevant. Assuming a cost 
ratio of c0/c1 = 1/100 – the profit of a response (and therefore the cost for a customer 
who was excluded from the campaign but would have responded if included) is 
hundred times higher than the cost for one mail – the iso-cost line or iso-performance 
line has a slope of  73,989/101,100 = 0.732 as shown in the ROC chart. The tangential 
point with the convex hull lies within the SVMs’ region and the line is nearly parallel 
to this SVMs’ part of the hull respectively. Lower c0 or higher c1 correspond with a 
lower ratio of the iso-performance line, shifting the tangential point along the convex 
hull towards the upper right region of the chart (or vice versa). 
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Fig. 4. ROC chart of main results 

The radar chart (Fig. 9) shows net profits (profit 100 for each customer minus 
campaign costs 1 per mail). In almost all experiments (except C.2) the method of 
SVMs dominate all competing methods. As the quality of LVQs and MLPs varies 
with the experiments; no clear dominance can be found. 



Net profit
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Fig. 9: Radar chart of net profit based on the main results 

5 CONCLUSION 

Various parameterisation were applied for competing paradigms of ANNs and SVMs. 
Our numerical results show, that ANN and SVM generally both represent suitable 
methods for the task of response optimisation, leading to classification accuracy of 
58% and more, which can be considered as very good for practical problems. 

Preliminary results with various architectures and data pre-processing 
configurations show severe differences in performance and efficiency between the 
three evaluated methods. SVM dominate all simulation-results, concurrently 
delivering robust and superior results, followed by multilayer perceptrons with a 
specific architecture not found in standard data mining software packages as SPSS 
Clementine or SAS Enterprise Miner. Consequently, we recommend the integration of 
SVM algorithms in standard data mining software packages, as the technique is easy 
to manage and provides competitive results with less parameterisation. 
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